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Chapter 1

Introduction

1.1 Foreword

This manuscript summarizes the main research activities I carried out during the last ten
years. My research interests focused on some issues related to two main architrectures of
wireless ad hoc networks, namely Wireless Sensor Networks (WSNs) and Vehicular Ad
hoc Networks (VANETs). We were working on routing and Quality of Service (QoS) in
Wireless Body Sensors (WBANs), and on the design and evaluation of routing protocols
for Large Scale WSNs (LSWSNs) and Vehicular Ad hoc Networks (VANETs/Drones).
This document is the result of a number of collaborations worldwide but mainly the re-
sult of my research conducted with my PhD students. I express my sincere appreciation
to all of them without whom these results would not have been achieved.

1.2 Context: wireless multi-hop ad hoc networks

A Mobile Ad hoc Network (MANET) is a collection of devices/nodes or terminals with
wireless communications and networking capabilities that communicate with each other
over wireless links and without the aid of any centralized administrator. It is an inde-
pendent system of mobile nodes that may operate in isolation, or may have gateways
to interfere with a fixed network. In an ad hoc network each node functions as both
a host and a router. Hence, packets to be exchanged between two nodes that are not
in direct range with each other are relayed by intermediate nodes. These messages are
exchanged and relayed between nodes using a routing protocol. However, due to the
mobility of the nodes, the topology of the network may rapidly be changing, making it
impossible to use conventional routing tables maintained at fixed points (routers). In-
stead, each node is required to determine the best route to a given destination node by
itself. In this context, several years have been spent by research community in designing
routing protocols for ad hoc networks and numerous ad hoc routing solutions have been
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proposed within the MANET working group in the IETF (Internet Engineering Task
Force). Some of these proposals have been promoted to experimental RFCs (Request
For Comments) like OLSR [19] and AODV [69]. None of these protocols, however, is ap-
plicable in state when considering a real application of ad hoc networks. If we consider
vehicular networks, these routing protocols should be adapted to the context of high
mobility of the nodes and frequent topology changes. In this case, the main point that
can be identified is the optimized management and control of the information broadcast.

During the last ten years, we were interested in designing efficient data dissemination
techniques and quality of service schemes while targeting some major applications of
wireless ad hoc networks. We focused our works on three important applications of
wireless ad hoc networks, the wireless body sensor networks WBANs, the large-scale
wireless sensor networks LSWSNs, and the vehicular networks (classical Vehicular Ad
hoc Networks VANETs and Unmanned Aerial Vehicles UAVs or Drones). In these
networks we were particularly interested in the following aspects:

• Routing, QoS at MAC level, Cross Layer Architectures and Interference inWBANs.

• Routing, Duty Cycling, QoS, Deployment and energy management in LSWSNs.

• Geo-localized routing in VANETs and bio-inspired routing in UAV networks.

In the following three sections, I will give an overview on the previously mentioned
applications of wireless ad hoc networks and highlight our main contributions in each
of them within supervised and finished PhD thesis. Some other works within other
ongoing PhD thesis are not part of this manuscript. Finally, a summary of some other
contributions mainly done within Co-supervised PhD thesis will be given in Annex B.

1.3 Wireless Body Area Networks

Recent advances in wireless networked systems, intelligent low-power sensors and med-
ical sensors, have led to the development and emergence of new embedded networks in
the last years known as Wireless Body Area Networks (WBANs). The WBANs carry
the promise of expanding the quality of life and care across a large variety of healthcare
applications. These wearable health monitoring systems aim to support early detection
of abnormal conditions and prevention of their serious consequences. In addition to the
embedded medical sensors and a coordinator acting as a gateway for the WBAN, these
systems are based on information technologies and wireless communication as depicted
in Figure 1.1. Patients benefit from continuous ambulatory monitoring as a part of a
diagnostic procedure, optimal maintenance of a chronic condition or during supervised
recovery from an acute event or surgical procedure.

However, to set up such systems several issues along the communication chain should
be resolved. The acquisition and dissemination of medical data, the treatment and use
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Figure 1.1 – Wireless health monitoring system

of this data either by a local contractor equipment (coordinator of the WBAN) or
offset after transfer in 4G/5G and/or WiFi connection to a data server, confidentiality
and data security, QoS over a WBAN, end-to-end QoS over WBAN’s heterogeneous
peer-networks, ...etc. are some of the important challenges that should be considered.
Moreover, embedded sensors in a WBAN have limited energy resources available and
consequently the computational power and available memory of such devices are limited.
This poses a number of challenges on the design of communication protocols for WBANs.

Contributions

In this context, we first proceeded with a deep analysis of the energy consumption
of one-hop vs multi-hop communications in WBANs. We have analyzed the single vs
multi-hop energy consumption effect for real very short range sensor devices.
Based on the obtained feedback, we then designed energy efficient routing protocols for
intra-WBAN and inter-WBANs data dissemination; these protocols aim to reduce the
energy consumption of the nodes and therefore increase the network lifetime.

We next tackled the problem of data aggregation at the Medium Access Control
(MAC) layer of a WBAN. We designed a cooperative MAC protocol for intra-WBAN
communication; this protocol merges frames at the relaying nodes to increase data
exchange without overloading the whole network flow with control data.

We further addressed the Quality of Service (QoS) for WBAN to peer-networks
communication. We developped a scheduling technique at the coordinator of a WBAN
to mitigate the waiting time of some traffic classes such as emergency, high-priority and
medical data over other classes.
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1.4 Large Scale Wireless Sensor Networks

A Sensor Network consists of a number of sensors spread across a geographical area.
Each sensor has a wireless communication capability and sufficient intelligence for signal
processing and networking of the data. However, it has limited resources in terms of
battery energy, bandwidth, memory, and computational power. Collaboratively, these
devices establish a network to monitor activities in their sensing range and then the
captured information is transmitted via wireless communication to a data collection
center called Sink. Limited energy resource limits communication range and Sensors-
Sink communication could be over multi-hops. Therefore, a multi-hop routing protocol
to compute the paths between the sink and all the sensors is needed. The scale of such
networks ranges from few medical sensors attached to the human body to hundreds and
thousands deployed in large harsh terrains for habitat monitoring, battle fields, and
intrusion detection applications. Since communication is the most power consuming
task in WSNs and battery replacement is not possible in many of these applications,
any proposed protocol for WSNs should consider the energy consumption constraint.
Indeed, sensors may be randomly spread by an airplane, for example, over a large harsh
terrains or an enemy area, and are not human accessible once deployed. Self-organization
and data dissemination techniques that ensure longer network lifetimes while respecting
application requirements and minimum control overhead are an utmost necessity.
Majority of the routing algorithms found in the literature propose static sink-based
data dissemination. However, the static sink can be seen as a bottleneck in enhancing
network’s lifetime, since nodes close to sink die quickly due to excessive relaying.

Contributions

We focused our work on energy efficient routing in large scale wireless sensor networks
with the aim of improving network lifetime by distributing relay nodes’ energy consump-
tion. We have adopted a WSN with a mobile sink and two distributed energy-efficient
sink location update algorithms were proposed for large scale mobile sink WSNs. First
algorithm, named SN-MPR and suitable for delay sensitive applications, uses a com-
bination of multi-point relay broadcast and local path repair mechanism by means of
which sink’s location update packets are forwarded only to nodes which are affected by
sink mobility; the rest of the network does not receive these update messages.

We then proposed a Duty-Cycle aware multi-point relay based routing algorithm. It
is a modified version of SN-MPR, suitable for delay tolerant applications, which allows
non-relay nodes to switch-off their radios when communication is not desired and hence,
save their batteries’ energy and improve global network lifetime.
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1.5 Vehicular Networks

Smart vehicular networks provide one of the most important research field over the
past ten years. They are considered as an application of Mobile Ad Hoc Networks
(MANETs) and are widely based on MANET fundamentals. They are characterized by
a high mobility of the nodes, frequent changes in topology, high and frequently variable
density, and regular moving patterns. Among the existing applications of vehicular
networks, VANETs and UAVs are the ones having the most increasing interest for the
valuable assistance they can bring to different sectors.

Vehicular Ad Hoc Network (VANET) is a network of cars established for a specific
need or situation. Vehicles in a VANET are equipped with embedded smart commu-
nication boxes called On-Board Units (OBUs) that communicate with each other via
vehicle-to-vehicle communication (V2V) and with deployed ground base stations called
Roadside Units (RSUs) via vehicle-to-infrastructure communications (V2I). Vehicular
ad hoc networks (VANETs) are becoming an ubiquituous technology for the high inter-
est that Intelligent Transportation Systems, ITS, can offer through them in both saving
lives, time, energy and the planet. They have now been established as reliable networks
that vehicles use for communication purpose on highways or urban environments.
To ensure autonomous multi-hop communication between vehicles on the road for the
purpose of traffic management, safety alerting or infotainment, VANETs provide a large
range of routing protocols in the literature. However, most of them result from the long
theoretical work done in the framework of MANETs and not well adapted to realistic
situations. In our study, we considered the Geocast routing technique which better
meets the different needs of ITS in terms of dissemination of safety information as well
as traffic management, and tried to propose efficient multi-hop routing schemes to cope
with QoS requirements and specifically to save bandwidth.

Unmanned Aerial Vehicles (UAVs) is another application of vehicular networks we
targeted in our study. Drones or UAVs have long been a military tool, however, in
recent years, they are of increasing interest and their use has been extended to the
civilian sector and being used in different fields ranging from real-time applications such
as forest fire surveillance and highways traffic monitoring, to delay-tolerant applications
such as parcel delivery. The use of UAVs in such applications allows to save money since
they can replace manned planes and helicopters. Indeed, there are small, lightweight,
and cheap UAVs capable of replacing humans in civilian missions such as surveillance of
environment, monitoring, search and rescue of survivors after disasters [62], and borders
control [78]. Some of these applications could be carried out more efficiently with a fleet
of drones deployed in an ad hoc manner and operating collaboratively. However, these
UAV networks could be faced to several issues that can lead to a degradation of their
performance. The main issues are the high mobility of UAVs and the rapid changes
of the network topology. This can lead to frequent disconnection of radio links, large
queues, and loss of transmitted packets. These issues are even more problematic for
real-time applications where ensuring a good connection between UAVs in order to



6 Introduction

avoid frequent disconnections of radio links is a primary objective. Several works in the
literature have tried to solve these problems, but in most of them UAVs act as relays
for data exchange between two or more distant ground groups or users [32][45]. In this
context, we tried to propose efficient routing schemes to cope with frequent link failures
specifically for time-sensitive applications.

Contributions

In the context of VANET networks, we proposed a Geocast routing protocol named
GeoSUZ where a message is routed from a source vehicle to all vehicles located in a well
geographically defined destination area called ZOR (Zone Of Relevance). We considered
a ZOR as a set of sub-ZOR and provided a geometrical vision angle based technique to
define if two sub-ZORs are in the same direction in order to send them a single message,
and hence, reduce messages overhead and save bandwidth.

We then proposed a bio-inspired routing protocol for collaborative Unmanned Aerial
Vehicles (UAVs) called BR-AODV. The protocol takes advantage of a well known ad hoc
routing protocol for on-demand route computation, and a swarm intelligence technique
for connectivity and route maintaining while data is being transmitted.

1.6 Outline of the manuscript

The core of this manuscript is composed of three chapters, Chapters 2, 3 and 4. They
present our main contributions in the three groups of networks described in the previous
section. In these chapters, I get into the details of the proposed solutions and try to
give a complete view of the problem. However, I do not present the results of the
performance evaluation of the proposals. For more details on each proposal, the reader
is invited to refer to the corresponding publications. In Chapter 5, I present a summary
of the manuscript and raise a number of issues as a plan for future research directions.

This manuscript also includes two annexes, A and B. In Annex A, I briefly highlight a
number of other contributions that are not presented in the core of this manuscript. The
Annex B summarizes my main publications. For a complete view of my research activi-
ties, the reader can refer to my webpage at https://www-l2ti.univ-paris13.fr/∼boudjit/.



Chapter 2

Wireless Body Area Networks

This chapter summarizes our contributions at Network and MAC layers in wireless body
area networks. I will first present a comparative study of intra-WBAN routing schemes
and a NetBAN, a concept of network of BANs, designed for inter-WBANs cooperation
with a routing protocol to optimize energy consumption. Then I will present a decode
and merge cooperative mechanism defined at the MAC level for intra-WBAN commu-
nication. The last contribution deals with the QoS in WBANs. For this end, a Priority
Weighted Round Robin (PWRR) scheduling technique at the coordinator to bridge sen-
sitive data from WBAN to peer-networks will be presented. These contributions are
mainly done within the PhD thesis of Audace Manirabona and Hadda Ibn Elhadj.

2.1 Intra-WBAN Data Dissemination

Publications : [1][11][16][34][35][39][43][48]

Several studies have shown that multi-hop routing in WBANs result in non-negligible
lifetime increase of sensors as compared to direct communication between sensors and
the central device. Some other studies, however, argue contrarily. They show that direct
communication between sensors and the central device considerably increase the lifetime
of the wireless body area network. In this section we are exploring both information
dissemination techniques in a WBAN. The objective is to find a trade-off between the
number of hops in the network and the optimum overall energy consumption.

2.1.1 Problem Analysis

Power consumption for transceivers is different in different communication states i.e.
transmission/reception/idle/sleep. Unlike other technologies, reception/idle state con-
sumption for low power, limited range WSNs is not negligible as compared to trans-
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mission state power consumption. Thus global energy minimization requires optimum
selection of transmission range. Latré et. al. in [56] showed that utilizing multi-hop
communication by reducing transmission power in WBANs reduces overall energy con-
sumption. This is true but authors in [56] ignore increased energy consumption due to
multiple receptions. Indeed, real experiments conducted in [5] show that reception and
idle listening consume a considerable amount of energy. They show that for sensors with
very low transmission ranges as in WBANs, transmission consumes lesser power than
reception. This is true for Crossbow’ micaZ motes 1 where reception energy is higher
than transmission energy even with maximum power transmission. Wang et. al. in [71]
propose a power consumption model for WSN where they show that power controlled
multi-hop communication does not neccessarily result in energy gain.
Above stated variations in literature, motivated us to better understand this energy
consumption scenario and choose a better routing strategy in a WBAN.

Channel model and Energy Consumption

Let Pt and Pr be the transmission and reception signal power respectively, where Pr is
equal to receive sensitivity of mica2 node (-98 dBm). Let d be the communicating nodes’
inter-node distance and, L the system loss, then our WSN model can be represented by
the well known TwoRayGround radio model:

Pr = ReceiveSensitivity = PtGtGrhthr
d4L

(2.1)

Where Gt=Gr=1.2 are antenna transmission and reception gains respectively. ht=hr=16cm
are transmission and receptor’s antenna heights. Transmission power Pt is varied ac-
cording to desired range. Equation (2.1) can be rearranged to determine d for given
values of Pt as follows:

d = [PtGtGrhthr
PrL

]
1
4 (2.2)

We need minimum Pt that ensures successful reception of packet at destination with
Pr>ReceiveSensitivity. For given values of Pt, approximate range values are obtained
from radio model given in (2.2). The actual power consumed by a Crossbow mica2
mote while transmitting with permissible power Pt is obtained from its corresponding
CC1000 data sheet 2. The range results for given Pt (Table 2.1) conform to the MICA2
data sheet and experimentally obtained range values.

Energy consumption of sensor nodes in various states can be obtained by the fol-
lowing equations:

1http://www.ti.com/product/cc2420
2http://www.ti.com/lit/ds/symlink/cc1000.pdf
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Tx
power
(dBm)

Power
con-
sumed
(mW)

Rx
power/Idle

power
(mW)

Tx range
(meter)

05 76.2 30 60
-07 32.4 30 30
-14 27.9 30 20
-20 25.8 30 10

Table 2.1 – Mica2 Mote Power Consumption and Range Values

Etx = Ptr × Ttx

Erx = Prec × Trx

Eidle = Pidle × Tidle

where Ptr, Prec, Pidle are the powers consumed by the Mica2 mote’s CC1000 transceiver
in transmission, reception and idle mode respectively, and Ttx, Trx, Tidle are times spent
in each mode. Time for transmitting a packet of size b bits is equal to [ bR ] where R is
the data rate. Total energy consumed by the network is given by;

Etotal = Etr + ERec + Eidle

2.1.2 Simulation and discussion

We performed simulations utilizing the actual power consumption values of sensor motes
in various states. In order to have an insight view of the energy consumption in various
working modes, the power consumption values of Crossbow Mica2 sensor motes have
been used. Crossbow Mica2 motes have a Texas Instruments on-board chipcon’s CC1000
transceiver for communication. Thus power consumption values for communication have
been taken from the previously referenced CC1000 data sheet.

Deployed topology consists of a set of seven equidistant nodes {ns, n2, n3, n4, n5, n6,
nd} deployed linearly with adjacent inter-node distance of 10 meters. This accounts to
maximal source-destination (ns→nd) distance of 60 meters. Source ns generates packets
at regular intervals and transmits them towards sink nd. Simulations are performed
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Sc
en

ar
io

H
op

s

D
ist

an
ce

N
od

es

1 1 60 ns→nd
2 2 30 ns→n4→nd
3 3 20 ns→n3→n5→nd
4 6 10 ns→n2→n3→n4→n5→n6→nd

Table 2.2 – Considered scenarios

with four different relaying scenarios. Details are given in Figure 2.1 and in Table 2.2.
Transmission ns →nd is varied from single hop to a maximum of six hops.

Figure 2.1 – Considered scenarios

We simulated the total network energy consumption when radio is always active
i.e. either in Tx/Rx state or in idle state. We also simulated the total network energy
consumption when nodes switch on their radio only when they need to transmit their
information. The obtained results show that at very low ranges, transceivers consume
almost equal or more power on reception than transmission.

Discussion

An energy consumption comparison for various communication scenarios has been made.
It has been shown that at very low ranges, transceivers consume almost equal or more
power on reception than transmission. Though this is device dependent, general charac-
teristics of very low power transceivers seem to show the same results. Thus deliberate
reduction of transmission range to induce multi-hop scenario is not efficient.
However, in some cases in WBANs, sensors will not be able to communicate directly
with the coordinator. In fact, according to [73] and [27], around the human body a
path loss exponent α of about 3 to 4 is reached in Line Of Sight (LOS) communication
and a path loss exponent of 7 is found when the communication is Non-line Of Sight
(NLOS) (e.g., when the sender is placed on the back and the receiver on the chest).
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In this case, the central device may not be able to receive a packet transmitted by the
sensor as the signal gets absorbed by the human body. If such a condition arrives, the
data dissemination mechanism in use should be able to transmit data to the personal
coordinator on multi-hop via another health sensor installed on the body.

From the aforementioned discussion, it is concluded that unless really required,
unnecessary multi-hop relaying in case of WBANs should be avoided. However, to cope
with the attenuation factor mentioned above, we proposed number of scenario driven and
energy efficient cross-layer 2-hop data dissemination algorithms that would allow nodes
to communicate with the central device over two hops, when required. The assumption
of using maximum two hops seems logically correct as this option will be used in only
special scenarios described above. In addition, our assumption of considering two hops
has also been enforced by the IEEE 802.15.6 WPAN Task Group 6 [2] which recently
recommended to consider 2-hops topologies for routing in WBANs.

2.2 Inter-WBANs Data Dissemination

Publications : [7][36]

The main key applications of WBANs include first the healthcare by supplying as-
sistance to elderly population or patients at hospital or at home [44][47]. They include
secondly the entertainment where people, for instance, can play game in group or ex-
change some data such as visit cards though handshake, but also the sport where athletes
or other sportsmen in workout can be monitored to increase their performance [18]. Fi-
nally, there is military area, where, like sport area, soldiers can be assisted and share
data [47]. For many of these application, the WBANs can cooperate in exchanging or
relaying data to achieve many goals: optimize energy consumption, prolong network
lifetime, allow group navigation, improve data delivery, etc. Indeed, considering the
case of a group of WBANs such as elders in retirement home or athletes on work out,
it is important to ensure data transmission even in the critical situation: connection
lost, energy lack or poor network coverage. Taking advantages of the group interac-
tions, relaying and cooperation would solve those issues and increase packet delivery
ratio while optimizing energy consumption. This concept of cooperation is what we call
"NetBAN". The NetBAN is a special ad-hoc network given the different communication
paths expected to occur. Unlike the simple ad-hoc network where communication links
are homogeneous, a NetBAN has heterogeneous communication links: coordinator to
coordinator, node to coordinator or node to node (Figure 2.2).

Taking the aformentioned applications, the cooperation need can occur in two main
situations: whether the residual energy is not enough (under a given threshold) or con-
nection is lost (the link quality is under a certain threshold). The cooperation may thus
be carried out at three different communication levels; coordinator-coordinator cooper-
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Figure 2.2 – Inter-WBANs communication

ation in case of connection loss or long distance with remote access points, coordinator-
node cooperation in case the coordinator is unable to serve as a gateway for its sensor
nodes because of its battery depletion, and finally node-node cooperation in the case of
transmission incapability of neighbor coordinators. In this last case, coordinators’ re-
spective nodes shall cooperate as follows: a node of WBAN1 has its coordinator power
down and a node of WBAN2 is in the same situation except that it can ask for help
from the coordinator of WBAN3 which is near and whose residual energy is enough
for that service. Therefore, the node of WBAN1 can contact the node of WBAN2 to
convey its data to the coordinator of WBAN3. When sensor nodes of different WBANs
have to cooperate, their group must be composed of at least three WBANs.

Some protocols and algorithms have been proposed for intra-WBAN routing to
increase throughput and network lifetime [23][64][11][81][3][16][43][93][81], but routing
mechanisms for a group of WBANs by considering energy efficiency is so far not pro-
posed. In this work, we have proposed a NetBAN routing solution to increase network
lifetime and ensure data delivery taking into account the energy and connection issue.
The OLSR [19] routing protocol has been modified to Energy Aware OLSR (EA-OLSR)
by defining a new multipoint relays (MPRs) selection algorithm and a modified TC
packet sending mechanism. The performances of OLSR protocol in terms of through-
put, delay and network lifetime [76], have influenced the choice of this protocol and
optimizing it to make it more energy efficient and adaptable to the NetBAN case.
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2.2.1 EA-OLSR

The Energy Aware OLSR proposed in this work intends to increase the overall network
lifetime by balancing consumed energy by each node with the length of the route. Thus,
each node periodically calculates its lifetime using mainly residual energy and packet
rate. Let RLTi(t) and REi(t) be the remaining lifetime and the residual energy of a
node i at instant t respectively. Then, RLTi(t) is given by the equation 2.3.

RLTi(t) = REi(t)
REi(t− 1)−REi(t)

(2.3)

There are two major contributions with EA-OLSR: new MPR selection algorithm
and route building heuristic based on modified TC packet transmission. In fact, the
RLT value is transmitted in the hello packet and used as parameter in MPR nodes
election and route building process.

2.2.1.1 MPR election algorithm

Our new MPR election algorithm uses the remaining lifetime RLT of each coordinator
to make choice of node forwarder by comparing with other coordinators’ RLT values.

The principle to select the MPRs is: choose the smallest set of one-hop neighbors
having great remaining lifetime to cover all the two-hop neighbors. In fact, if two coor-
dinators have the same number of two-hop neighbors, the one with long lifetime will be
chosen as depicted in Algorithm 1.

For more clarity before algorithms details, some notations and conventions are set
and refer to those used in [13].

Considering a node i, let N1(i) be the 1-hop neighborhood of i, the group of nodes
which are in i’s transmission range and share a bidirectional link with i. Let N2(i) then
be the 2-hop neighborhood of i, the group of nodes which are neighbors of at least one
node of N1(i) but which do not belong to N1(i). i.e. k ∈ N2(i) ⇐⇒ ∃j ∈ N1(i)|k ∈
N1(j) ∧ k /∈ N1(i).

Now, for a node j ∈ N1(i), let d+
i (j) be the number of nodes of N2(i) which are in

N1(j) but not in N1(i). i.e. d+
i (j) = |N2(i) ∩N1(j)| and N1

i (j) = N2(i) ∩N1(j).

For a node k ∈ N2(i), let d−i (k) be the number of nodes of N1(i) which are in N1(k):
d−i (k) = |N1(i)∩N1(k)|. It denotes the number of nodes in i’s neighborhood that i can
pass by to reach k. Accordingly, N2

i (k) = N1(i) ∩N1(k) denotes the set of nodes in i’s
neighborhood that i can pass by to reach k.

RLT (i) and w(i) are the remaining lifetime and the willingness of node i respectively.
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Algorithm 1 : MPR selection algorithm with energy awareness
1: ∀j ∈ N1(i)
2: if w(j) = 0(WILL NEV ER) then
3: Remove j from N1(i)
4: end if

∀j ∈ N1(i)
5: if ∃k ∈ N1

i (k)|d−
i (k) = 1 then

6: Add j in MPR(i)
7: Remove j from N1(i) and N2

i (k) from N2(i)
8: end if
9: while N2(u) 6= ∅ do

10: ∀j ∈ N1(i)|d+
i (j) = max(d+

i (s),∀s ∈ N2(i))
11: Add j in D
12: if |D| > 1 & ∃s ∈ D|RLT (s) = max(RLT (j),∀j ∈ D) then
13: Add s in MPR(i)
14: Remove s from N1(i) and N2

i (k) from N2(i)
15: else
16: Add j in MPR(i)
17: Remove j from N1(i) and N2

i (k) from N2(i)
18: end if
19: end while

2.2.1.2 Route building algorithm

Regarding the route building, the way the TC packet is sent and processed is modified.
In fact, unlike the classic OLSR where TC packet is generated by every node having been
chosen as MPR and contains all its neighbor nodes, TC packet in EA-OLSR is generated
by every node and is empty. Additionally, it contains a field of remaining lifetime as
in hello packet. It is then broadcasted in the network and forwarded following the
principle of MPR. Each node receiving the packet checks whether it is its generator or
it passes by once again and discards it. If not, it shall use it to build the route between
the originator and the receiver. It then adds its address, increments the counter and
forwards it if it is chosen as an MPR by the sender (Algorithm 2).

At each coordinator receiving the TC packet, the routing table is built following
the principle: choose the shortest route with the most coordinator lifetime. That to say,
unlike the classic OLSR where the route is built according to the optimization of the
number of hops, in EA-OLSR the route having the greatest lifetime sum of all involved
coordinators will be considered.

2.2.2 Our NetBAN routing principles

Cooperative transmission shall occur in three communication levels, i.e. coordinator to
coordinator, node to coordinator and node to node. In the general scenario, sensor nodes
are connected to the coordinator and the coordinators are connected to a gateway in
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Algorithm 2 : TC packet sending and route building
1: Receive TC packet
2: if I am its originator then
3: Discard
4: else
5: if the packet have already passed (T−seq > ANSN) then
6: Discard
7: else
8: if there exists a route to its originator then
9: Compare the new route’s lifetime with the old one

10: Record the route with maximum lifetime
11: end if
12: end if
13: end if
14: if I am an MPR of its sender then
15: Append my address
16: Forward the packet
17: end if

star topology way. The coordinator shall switch to ad-hoc configuration when it looses
connection with the gateway and when its energy level reaches the StopThreshold. It
shall not accept any relay transmission from other coordinators but rarely from sensor
nodes. Thus, our NetBAN routing proposal consists of two main parts: the first part
for node described in Algorithm 3 concerns the intra-WBAN routing and the second
part for coordinator is related to the inter-WBANs and off-WBAN routing.

The first part consists in a WBAN initialization. This part is actually an intra
WBAN routing mechanism that was first proposed in [11] and for which we add some
details to make it working at routing layer. Thus, the coordinator broadcasts aDISCOV-
ERY packet to discover its nodes. This DISCOVERY packet carries some informations
such as RE and TTL. Upon receiving a DICOVERY packet with TTL = 2, a node
understands that it is in direct link with the coordinator and decrements TTL by 1
before it rebroadcasts the packet. If a node receives the packet with TTL = 1 it does
not forward it and sets the node it receives the DISCOVERY packet from as a relay to
reach the coordinator. This first phase is only valid for the NetBAN while the following
second phase can be used in any MANET for energy awareness.

The second part consists of 3 different states mutually exclusive. Each coordinator
shall first communicate directly with an Access Point (AP) to deliver packets to a remote
station using static routing, or shall second switch to ad-hoc mode using previously
defined EA-OLSR, or finally leave its sensor nodes transmit their data themselves.

In fact, while there is no connection or energy issue, the coordinator transmits its
packets while it is connected to the AP in star topology. It is for example, the case
when a coordinator as a smartphone is connected to a WIFI AP. This state is likely to
be optimal and the coordinator can easily serve for relaying.
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Algorithm 3 : A node operating mode
1: Waiting for DISCOVERY packet while sensing
2: if Receive a DISCOVERY packet then
3: if DISCOV ERY.TTL == 1 then
4: NextHopAddress← CoordinatorAddress
5: NextHopRE ← DISCOV ERY.RE
6: SetDISCOV ERY.TTL← 1
7: SetDISCOV ERY.RE ← SelfRE
8: Broadcast DISCOVERY packet
9: else

10: if NextHopAddress == NULL OR NextHopRE < DISCOV ERY.RE then
11: NextHopAddress← SenderNodeAddress
12: Send response to the coordinator
13: end if
14: end if
15: Define transmission path
16: end if
17: Send sensed or relayed data using defined path

When the connection to the AP breaks down, it switches to the second state using
EA-OLSR by starting to send hello packets to its neighbors. The OLSR’ hello packet
is reformatted in EA-OLSR to carry out additional necessary information such as Re-
maining Lifetime RLT . Hence, the Reserved field is divided into two parts: one part
remains Reserved and the other part as RLT . As the inter-WBAN communication
intends to occur in applications with either a very low or high mobility such as elders
at retirement home or athletes in sport training, the HELLO packet is periodically ex-
changed after a hello period HelloInterval and this period is determined according to
some factors. In fact, given lowMobSpeed for low mobility speed and highMobSpeed for
high mobility speed, average mobility is mobSpeed given by Equation 2.4.

mobSpeed = (highMobSpeed+ lowMobSpeed)/2 (2.4)

Moreover, for a coordinator with a transmission coverage radius coverage, the Hello
period is given by the Equation 2.5.

HelloInterval = coverage

mobSpeed
(2.5)

Every time the MPR table values change, the TC packet will be sent and the routing
table shall be updated at the receiver.

During these two first states, the coordinator shall set willingness filed toWILL LOW
if its residual energy level reaches the StopThreshold. In this way, it would save energy
by not acting as relay to other coordinators. However, it shall relay packets of sensor
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nodes whose coordinator is no longer operating.

The final state occurs when the residual energy level reaches the LeaveThreshold.
In this way, the coordinator has to inform its sensor nodes about its incapability for
serving as a gateway. In fact, each coordinator normally collects data from its sen-
sor nodes and conveys them to the remote station and periodically checks its RE. As
the coordinator updates and keeps in its routing table the information relating to the
residual energy of its neighboring coordinators, when its RE has reached the threshold
LeaveThreshold, it informs its nodes by locally broadcasting in the whole WBAN a
LEAVE packet containing possible routes before it ceases its services. A LEAVE packet
could contain the route to the nearest coordinator with enough energy to convey data.

2.2.3 Simulation and discussion

Performance evaluation through simulation of our proposal has been made. As illus-
trated by the chosen scenario in Figure 2.3., 25 nodes have been used including one of
them taken as the main AP and 24 other remaining nodes forming 8 WBANs with 2
sensor nodes and a coordinator each.

Figure 2.3 – Simulation topology

To study the effects of battery depletion and connection failure, two configurations
are considered. In the first configuration, all nodes and coordinators are static so as to
study only the behavior of the network according to the energy consumption. The second
configuration, however, includes mobility factor where each WBAN (a coordinator with
its nodes) moves to allow the possibility of connection failure. In both configurations,
only sensor nodes generate and transmit packets to the AP through their coordinators.
Thus, the sensor nodes in a WBAN send their packets to the coordinator using static
routing till the moment they receive the LEAVE packet. The coordinators however use
EA-OLSR to route packets to the AP.
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The performances of EA-OLSR were compared to those of classic OLSR without
energy optimization but also to those of another existing energy optimisation OLSR in
literature called EE-OLSR [22]. The network lifetime, average energy consumption per
coordinator and data delivery rate are the considered simulation metrics. The obtained
results show that EA-OLSR proposal is really energy efficient and outperforms the two
other protocols. It is also noticed that with EA-OLSR, the energy consumption tends
to get uniformly distributed on all coordinator nodes in the network which results in
significant improvement in network lifetime.

2.3 Intra-WBAN MAC cooperation

Publications : [37]

As discussed in section 2.1, the IEEE 802.15.6 standard [2] defines an optional two-hop
cooperative WBAN communication to overcome the attenuation factor issue around the
human body. However, there is no specification in the standard on the way the network
is initialized when operating in two-hop topology to offer some Quality of Service (QoS)
parameters, ensure the coverage of all nodes and reducing the energy consumption. Sev-
eral studies on the importance of setting two-hop topology mainly for the coexistence
of many WBANs have been explored in the literature. It was shown that this two-hop
topology improves better co-channel interference mitigation between WBANs than the
single-hop topology [38][39][37][20][72][67][24]. Moreover, various energy efficient MAC
approaches to satisfy WBANs requirements such as guaranteed QoS, multiple physical
layer support and adaptability to traffic variations have been proposed [29][52][91].

However, no works on the two-hop topology for intra-WBAN communication have
so far taken into consideration for transmissions flow optimization. Indeed, few authors
if any studied the possibility to enhance data flow or evaluate transmission performance
of WBAN cooperation while keeping energy optimization, what this work focuses on.
In the purpose of optimizing the energy consumption in the specific scope of two-hop
intra-WBAN communication, we review some QoS parameters and propose a coopera-
tive relaying mechanism based on MAC protocol. This mechanism merges data at the
relaying node to increase data exchange without overloading the whole network flow
with control packets. In addition, we propose an algorithm for the initialization phase
when a two-hop topology is applied.

2.3.1 IEEE 802.15.6 MAC Overview

Since our proposal falls into cooperation and relaying of frames at MAC layer, this
section mainly highlights the network topology and the MAC frame formatting in a
WBAN as described in the IEEE 802.15.6 standard. In fact, a WBAN is composed of
one and only one hub as a coordinator and up to 64 nodes deployed in one-hop star
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topology or in two-hop extended topology. Exchanged frames over the network are
classified into three categories: Management, Control and Data frames. The medium
access is controlled according to traffic classes (TCs) defined as follows: background
traffic (TC0), best effort traffic (TC1), excellent effort traffic (TC2), controlled load
(TC3), video (TC4), voice (TC5), media data or network control traffic (TC6) and
emergency or medical event reports (TC7). The MAC Frames consist of fixed-length
MAC header, the Frame Check Sequence (FCS) and a variable-length MAC frame body
as illustrated in Fig. 2.4. Finally, in the two-hop extension topology, it is stipulated that
a relayed MAC Frame has to be encapsulated in a relaying MAC Frame as formatted
in Fig. 2.5. This way of encapsulation reduces the space of payload data given the
redundance of some header fields of the encapsulated frames in the resulting frame.

Figure 2.4 – IEEE 802.15.6 MAC Frame format

Figure 2.5 – General IEEE 802.15.6 frame encapsulation format

2.3.2 Proposed approach

In this work we propose a new approach of encapsulation at the relay node. This
approach falls into cooperation and relaying and based on two main ideas: resizing
MAC frame format defined by the standard to gain space and increase data flow, and
merging frames from relayed nodes into one at relay node to reduce transmission flow
and therefore increase data transmission rate while optimizing energy consumption.
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2.3.2.1 MAC Frame reformatting

As observations from the MAC formatting described in Section 2.3.1, there is redun-
dancy of information in some fields such as BAN ID, Receipt ID, Sender ID, Reserved,
etc. Furthermore, a frame of 255 bytes of frame body and 9 bytes of frame header is
too long for physiological data like temperature, glycemic level, heartbeat, etc. except
the case of multimedia data. Therefore we propose to merge bit per bit frames from
the relayed nodes into a single frame at a relaying node before getting to the hub. This
merging operation is like interleaving operation with uniform interleaver and benefits
for instance from burst error correcting advantages. Thus, when a node set as relay
receives a packet to relay, it checks its integrity using the FCS field and removes some
unnecessary fields. If it is not in the transmission schedule, it pushes it into the buffer
stack. However, if it is possible to send, it checks whether the packet is urgent or the
buffer is empty. If so, it encapsulates and sends it straightway. If not, it merges it with
buffer packets and sets MEN (Merged Frames Number) field of the resultant frame with
the number of merged frames before it sends it. The merging process is done as follows:
Given m MAC frames R1, . . . , Ri . . . , Rm of length n each, and whose bits are ordered
as Ri = bi1, . . . , bin, the coded relayed MAC frame body after merging is set as follows:
R = B1, . . . , Bj , . . . , Bn where Bj = b1j , . . . , bij , . . . , bmj
Example: m = 2, n = 8
R1 : 0︸︷︷︸

b11

1001100 and R2 : 1︸︷︷︸
b21

0101010

R : 01︸︷︷︸
B1=b11b21

10010011100100

This process follows some principles and assumptions:

1. The Frames to be merged must be from the closest traffic type or have the same
user priority (UP) if this latter is above 4. Furthermore, they must not exceed
255 bytes long if merged. For our simulations we considered all frames as being
from the same traffic type and same user priority.

2. For data packets, the relaying is only ascending, i.e. from nodes to the hub and
for INIT packet, the relaying is only descending, i.e. from the hub to nodes.

This phase is depicted in figure 2.6 and summarized in the algorithm 4.

2.3.2.2 Frame transmission scheme

We propose a MAC layer routing technique where each node can reach a hub and vice
versa, in at most two hops. As depicted in algorithm 5, by using the IEEE 802.15.6
MAC frame format, a hub broadcasts an initialization beacon to discover the nodes by
setting Relay field to 0. To define this initialization beacon we used a reserved field
in MAC Frame Control as a management subtype with Frame Subtype value of 0111
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Figure 2.6 – General merged frame encapsulation format

Algorithm 4 : Decode and Merge
1: if a node receives a packet then
2: Check packet integrity with FCS and Decode
3: Drop useless fields: Recipient ID, BAN ID, FCS
4: if Received Packet is not Emergency AND Buffer is not empty then
5: Merge packets (received packet with buffer packets)
6: Encapsulate
7: else
8: Encapsulate
9: end if

10: Send packet
11: end if

and INIT as Frame subtype name. When a node receives an INIT beacon with Relay
field set to 0, it understands that it is at 1-hop from the hub and therefore uses it and
forwards it after setting SenderAddress to its ID and Relay field to 1. When a node
receives an INIT beacon with Relay field set 1, it understands that it is at 2-hops from
the hub and discards it. If it has previously received an INIT beacon, it keeps the best
link to the source for its subsequent transmissions using LQI (Link Quality Indicator).

Algorithm 6 summarizes the relaying capability of a node. if a node finds it is
capable of relaying, it sets Relay field to 1 and broadcasts a beacon to notify others.
The relaying capability is calculated taking into account the amount of frames in the
buffer, the energy and the link quality according to the formula expressed by Eq. 2.6
and Eq. 2.7. Thus, a node is capable of relaying when:

FE > 0 AND LQI > TV (2.6)

where FE = RE − 8× Pn× Fs× Eb− TE (2.7)
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Algorithm 5 : Initialization phase
1: The Hub broadcasts an INIT beacon with Relay ← 0
2: if a node receives an INIT beacon then
3: if Relay == 0 and is the first then
4: Use it
5: Relay it with Relay ← 1 and SenderAddress← NodeID
6: else
7: if Is the first then
8: Use it
9: else

10: if the previous has Relay == 0 then
11: Discard it
12: else
13: Compare its LQI with the LQI of the previous
14: Choose the best link, i.e. the Relay Node
15: Use the choosen
16: end if
17: end if
18: end if
19: end if

With FE the Functional Energy that allows a node to relay; RE the Residual Energy left
in the battery; TE the Threshold Energy representing the minimum energy that allows
to send SOS message; Pn the Packet number representing the number of packets in the
buffer; Fs the MAC Frame size (bytes); Eb the Energy per bit representing the energy
consumed by a bit sent what is on average 10PJ [14]; and TV the LQI Threshold Value
ranging from 0 to 255 as defined in the IEEE 802.15.4 standard [1]. It was shown in [28]
that a link quality indicator (LQI) value of 105 or beyond corresponds to maximum of
link delivery ratio in IEEE 802.15.4 standard.

When a node receives a beacon with Relay field set to 1 from another node with
a better link than the one it is connected to, it sets it as its new relay by sending a
connection request. When a node is a relay it uses algorithm 4 to send data to the hub.

2.3.3 Simulation and discussion

Considering the top part of the WBAN depicted by Fig. 2.7.a, if the two-hop topology
is set as defined in the standard, the relay node R will have to transmit 3 frames as
illustrated by Fig. 2.7.b if it has data to transmit too. However, as shown by Fig. 2.7.c,
if Decode and Merge Cooperation is applied, only one transmission will be required.
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Algorithm 6 : Cooperation and Relaying
1: if a node is capable of relaying then
2: Relay ← 1
3: Broadcast a beacon
4: end if
5: if a node receives a beacon with Relay == 1 from best link then
6: Connection Request
7: Transmit data to Relay
8: end if
9: if a node is Relay AND Receives Connection Request then

10: Connection Assignment
11: Algorithm 4
12: end if

Figure 2.7 – WBAN 2-hop topology transmission models

In other words, let us takeN the number of relayed nodes and r the number of relays.
If all the nodes (relayed and relay nodes) have packets to transmit, N+r packets will be
delivered to the hub in 2N + r transmissions for normal WBAN defined in the standard
while the same amount of packets will take only N + r transmissions when using our
Decode and Merge technique. Therefore, if N + r packets require 2N + r transmissions
and T time for the WBAN model defined by the standard, N + r+N − r = 2N packets
will be delivered when using Decode and Merge in the same time T , that to say a gain
of N − r. By generalizing previous results, we have:

-Packets = PR ∗ T ∗
∑N+r
i=1 Nodei without Decode and Merge;

-Packets = PR ∗ T ∗
∑2N
i=1Nodei with Decode and Merge;

-Gain =
∑N−r

i=1 Nodei∑N+r

i=1 Nodei

what gives about 20% in our case.

Where PR is the packet rate.

Moreover, we conducted some simulation while considering some performance eval-
uation criteria such as general throughput (exchanged packets), energy consumption
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and transmission quality as interference variation. By exchanged packets we mean the
amount of both transmitted and received packets including control, management and
data packets. In addition, transmission quality refers to either success or failure of
packets transmission due to collision, low sensitivity or interference. However, due to
the constraints of simulation, we chose relay nodes before the simulation start. The
obtained results show how our solution outperforms the standard model. Indeed, simu-
lation results showed that our proposal increases general throughput and specially the
amount of data packets delivered to the hub. Moreover, the ability of transmission in
interference conditions has increased. It was also shown that the energy consumption
has been optimized.

2.4 QoS scheduling in WBANs

Publications : [32]

Health monitoring systems (HMS) should implement Quality of Service (QoS) tools
to ensure a certain quality level especially in terms of delay and packet loss as related
applications require a very low or no data loss or waiting time for transmissions. As
a WBAN deals with eight classes of data, healthcare applications offer much privilege
to some classes such as emergency, high-priority and medical data over other classes.
However, there is so far no mechanisms defined to sustain healthcare applications re-
quirements in terms of time-sensitivity at the coordinator fromWBAN to peer-networks,
despite of some mechanisms set within the WBAN to guarantee QoS according to data
requirements. Indeed, peer-networks (WIFI, LTE, WIMAX, etc.) have their own poli-
cies to schedule data but the bottom order should influence the top one. Existing
coordinators (PDA, smartphones, ...) do not support yet these requirements properly.
Therefore, there is a real need to link QoS parameters from the WBAN which is a source
of data to peer-networks that stand for data delivery to data processing station.

Based on the standard IEEE 802.15.6 [2], this work suggests to implement a schedul-
ing technique at the coordinator to mitigate the waiting time for emergency and medical
data. Many scheduling strategies such as Weighted Fair Queuing (WFQ), Low Latency
Queuing (LLQ), Priority Weighted Round Robin (PWRR), etc.[54][80] have been pro-
posed in literature. However, PWRR strategy is likely to meet the requirements at this
stage. In fact, PWRR is a concatenation of Priority Scheduling (PS) and Weighted
Round Robin (WRR) strategies. In our case, a very high priority flow is scheduled
using PS and other flows are scheduled using WRR. At the end, either the very high
priority flow or the output of WRR is served. For its simplicity in implementation even
in hardware, it can be applied to high speed infrastructures in the core and edge of net-
works. Y. Zhang et al. [34] analytically evaluated the PWRR for Assured Forwarding
packets class using a queuing model for DiffServ architecture. This latter has besides
been adapted for our proposal. In the same way, Vladimir H. et al. [90] proposed a
mathematical model of WRR strategy to manage congestion in converged packet net-
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works. These works help to understand the usefulness of scheduling strategy based on
round robin.

2.4.1 Model description

In a WBAN, data traffic from sensor nodes to the coordinator access the medium
according to the priority model following the Eq. 2.8. In that, for a node with a data
priority UPi, the value of the backoff counter is initialized to a random integer from
[1,W i

0] , where [W i
0] denotes the minimum value of the backoff counter. For every

number of retry, the value of the contention window is computed depending on whether
it is odd or even.

W i
k =


W i

0 when k = 0
W i−1
k when l is odd, 1 ≤ k ≤ m

min(2W i−1
k ,W i

max) when k is even, 2 ≤ k ≤ m
(2.8)

Where l stands for the number of retries of transmission that a data packet has
undergone.

When data get to the coordinator, they are put into buffers and scheduled in the way
to provide for a minimum waiting time for service to time-sensitive data and for real-
time applications. As data arriving at the coordinator from sensor nodes are classified
into eight traffic classes as user priorities (UPs) and given that some traffic classes are
not related to healthcare applications, especially those with low priorities, they are then
mapped into only four priority classes Ps following the Eq. 2.9.

Pi =
{
UPi

2 × 2 + 1 when UPi ≥ 5
UPi−2

2 × 2 + 1 when UPi < 5
(2.9)

In this way, data crossing the coordinator should be classified into Emergency (EM),
Medical (MD), Audio-Video (AV) and non-Medical (nMD). The mapping function be-
tween data class and data priority is as follows:
(P1, P2, P3, P4) = (EM,MD,AV, nMD) with (P1, P2, P3, P4) = (7, 5, 3, 1)

The incoming data will then be sent to four different buffers after the mapping stage
and each buffer has the same weight as the priority of the traffic class it receives, i.e. Q1
with weight 7 contains EM, Q2 with weight 5 contains MD, Q3 with weight 3 contains
AV, and Q4 with weight 1 contains nMD.

Data flow from Q1 and WRR outgoing flow are scheduled using priority scheduling
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while those from Q2, Q3 and Q4 are scheduled using WRR.

The architecture illustrated in Fig. 2.8 offers advantages to emergency flows to
keep their priority in PS and then do not have to wait. Medical flows are managed in
separated queue from the one of emergency flows what gives them high priority over
other flows and they are not penalized in PS if emergency data arrive while they are
under service because the PS runs in non-preemptive mode. The architecture finally
prevents other data flows from starvation.
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Figure 2.8 – A PWRR architecture for a WBAN based HMS

2.4.2 Priority Weighted Round Robin (PWRR)

The WRR scheduling algorithm is simply RR with weights assigned to each queue.
Unlike the RR whose transmission service cycles through queues taking equal amount
of packets (one packet) from each, the WRR service takes amount of packets as per
the weight assigned to each queue. Hence, the WRR uses the priority as weights. It
also ensures that lower priority queues never starved for long time for buffer space and
output link bandwidth. The WRR scheduling is based on assigning fraction weight ϕi
to each service queue such that the sum of weight of all service queues is equal to one.

n∑
i=1

ϕi = 1 (2.10)

As it is already stated in the introduction section and illustrated in Fig. 2.8, the
PWRR scheduling is a combination of priority scheduling (PS) and WRR strategies. In
this case of WBAN based HMS, the emergency data are scheduled by non-preemptive
PS with the WRR output data. Other data, including medical data, are scheduled by
WRR and pass to PS afterwards.

As the main goal here is to guarantee the minimum waiting time and also the de-
lay for emergency and medical data, the evaluation is done by comparing PWRR with
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FIFO strategy.

By applying the queuing theory of a M/G/1 system with n priorities, i.e. with
multiple classes of data, let us assume that the data flows arrive according to the Poisson
process with rate λi (i=1, 2, , n), that to say that the inter-arrival times are independent
and exponentially distributed random variables with parameter λ. The service times
are also assumed to be independent and exponentially distributed with parameter µ.
Furthermore, all the involved random variables are supposed to be independent of each
other.

2.4.2.1 First stage: PS

As illustrated in Fig. 2.8 and stated before, we have two scheduling techniques WRR
and non-preemptive PS. For the PS we consider two flows: the emergency class (the
highest priority) and the flow from the second stage.

The system stability is given by

n∑
i=1

ρi < 1 (2.11)

Where ρi =λi /µi , i = 1, 2, ... and n is the number of queues.

Let E(Wi), E(Di), E(Ni) and E(R) be the mean response time, the mean delay, the
mean number of class i in the system and the mean residual service time, respectively.
The delay of a data flow i is simply the time it spends waiting for the server to be free if
it is being used and the time of its own service. As the service times are exponentially
distributed with parameter µ, the delay is given by

E(Di) = E(Wi) + 1
µi

(2.12)

Assuming that the priority i is higher than i + 1, we get by the Pollaczek Khintchine
Formula for the high priority class:

E(W1) = E(R) + E(N1)
µ1

what gives, by Little’s law

E(W1) = E(R)
(1− ρ1) (2.13)

Given that,

n∑
i=1

Ni =
∑n
i=1 ρi

(1−
∑n
i=1 ρi)

(2.14)



28 Wireless Body Area Networks

By generalization and using the Little’s law, we get

E(Wi) = E(Ni)
λi

= E(R)
(1−

∑i−1
j=1 ρj)(1−

∑i
j=1 ρ1)

(2.15)

E(R) = 1
1

∑n
i=1 λiE(S2

i )
⇔ E(R) = 1

2
∑n
i=1 λi

1
µ2

i
, with E(Si) = 1

µi

⇔ E(R) = 1
2

∑n
i=1

ρi
µi
, with ρi = λi

µi

⇒ E(Wi) =
1
2

∑n
j=1

ρj

µj

(1−
∑i−1
j=1 ρj)(1−

∑i
j=1 ρi)

(2.16)

When using FIFO strategy, E(W ) = E(N)∑n

i=1 λi

⇒ E(W ) =
∑n

i=1 ρi

(1−
∑n

i=1 ρi)(
∑n

i=1 λi)

With relations (2.11) and ρi =λi /µi , we get

E(W ) = 1
(1−

∑n
i=1 ρi)

(2.17)

Relations (2.13) and (2.17) are such that EPS(W1) < EFIFO(Wi)

2.4.2.2 Second stage: WRR+PS

In the second stage of PWRR architecture the data of buffer i wait for 1− ϕi units of
time before their service as buffers are served in cycle way in respect of assigned weights.
In this way Eq. 2.16 becomes:

⇒ E(Wi) =
1
2(1− ϕi)

∑n
j=1

ρj

µj

(1−
∑i−1
j=1 ρj)(1−

∑i
j=1 ρj)

(2.18)

In addition, the output of WRR becomes the second priority in PS with the prob-
ability Bem by which the emergency data as first priority can be in the server. The
second priority in PS is given by

E(W2) = frac(1
2

n∑
j=1

ρj
µj

)(1− ρ1)(1−
2∑
j=1

ρj) (2.19)
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Finally, the waiting time and delay become respectively:

E(Wi) =
1
2(1− ϕi)

∑n
j=1

ρj

µj

(1−
∑i−1
j=1 ρj)(1−

∑i
j=1 ρj)

+
1
2Bem

∑n
j=1

ρj

µj

(1− ρ1)(1−
∑2
j=1 ρj)

(2.20)

E(Di) =
1
2(1− ϕi)

∑n
j=1

ρj

µj

(1−
∑i−1
j=1 ρj)(1−

∑i
j=1 ρj)

+
1
2Bem

∑n
j=1

ρj

µj

(1− ρ1)(1−
∑2
j=1 ρj)

+ 1
µi

(2.21)

Assuming that all types of data in the WBAN have the same probability to occur,
the emergency data would be generated with the probability of Bem = 1/8, given that
there are eight different UPs corresponding to different types of data.

2.4.3 Simulation and discussion

As we are interested in the delay evaluation of the high priority data or time-sensitive
data, we take much attention only on emergency and medical data with UPs 7 and 5
respectively. In reality, emergency data flows are not frequently generated what could
lead to assume that the high priority has low arrival rate; however here we take the
worst case where EM flows have as important arrival rate as other flows and then
assume that all sensor nodes have the same transmission rate and the same service rate
µ = 1 as the coordinator is the same server for all nodes. Thence, we vary the arrival
rate of emergency flows, then one of the second priority flows and finally those of both
flows: from

∑n
i=1 λ = 0.1 to

∑n
i=1

λi
µi
< 1 is still respected; this requirement is stated in

condition 2.11. Simulation results for peer-networks involved in a WBAN based HMS
show that, if PWRR is set, the behavior of WIFI, WIMAX and LTE networks remains
the same in keeping all flows as per their priorities by mitigating the end-to-end delay.
Moreover, it was shown that the increase of the arrival rate of emergency flows increases
the delay of these latter too whereas the emergency flows have low arrival rate though
in reality. It was also noticed that all data flows have lower delay in PWRR than in
FIFO except the nMD flow whose delay increases if its arrival rate exceeds 0.45, hence
the importance of considering the transmission rate of all involved flows. Ultimately,
the WBAN based HMS should implement a scheduling mechanism at the coordinator
and the PWRR seems to be the better candidate.





Chapter 3

LARGE SCALE WIRELESS
SENSOR NETWORKS

Mobile sink based data gathering algorithms offer better energy distribution in the net-
work and thus relatively longer network lifetimes. However, traffic control overhead is
increased as the sink now has to update network about its changing position to ensure
connectivity to the network. Mobile sink based data dissemination algorithms pro-
posed in literature can be broadly classified into two main categories; Backbone-based
routing structures and Tree-based routing structures. In Backbone-based structures,
nodes organize themselves into either clusters or virtual grids where mostly only one
cluster head (CH) per cluster is responsible for data aggregation and query forward-
ing [83][25][57][88][6][65][46][89][58]. Cluster-based routing mechanisms are scalable but
require periodic communication to distribute cluster head (CH) role among nodes.

Tree-based dissemination structures, however, could be either source-based or sink-
based structures. With source-based structures, event detecting node broadcasts event’s
information to the network and creates a tree-rooted at itself, and then, the sink uses
this tree to retrieve data from the source. Source-based tree makes routing structure
independent of the sink mobility as sink may use any tree branch to demand data
from the source. It requires one tree formation per source-node making this mechanism
infeasible for applications which have large number of sources. Contrarily, in sink-based
structures sink broadcasts its location to the network which creates a tree rooted at the
sink and then, nodes use the reverse tree path to deliver data to the sink. Sink-rooted
routing mechanisms have relatively lower routing structure creation overhead as they
require only one tree for per sink, irrespective of the number of sources. However, sink
mobility necessitates periodic location updates to the network [85][42][68][86].

This chapter summarizes two sink-rooted energy-efficient routing algorithms we have
proposed for large scale mobile sink WSNs. The first algorithm named SN-MPR is
suitable for delay sensitive applications. The second algorithm named Duty-Cycle SN-
MPR is a modified version of SN-MPR and suitable for delay tolerant applications.
These two contributions are done within the PhD thesis of Yasir Faheem.
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3.1 SN-MPR routing protocol for mobile sink WSNs

Publications : [26][46][47][49]
A distributive energy-efficient sink location update algorithm named Sensor Network
Multi-Point Relay (SN-MPR) for WSN applications where sink is continuously mobile
is proposed. The proposed SN-MPR algorithm combines several mechanisms in order
to minimize sink location update overhead while maintaining continuous sensors-to-sink
connectivity. With a mobile sink based WSN, sensors are not aware about sink location,
and therefore, periodic broadcast is needed to update the network about the changing
paths in order to ensure sensors-sink data dissemination. In our proposal, we used the
Multi-Point Relay (MPR) forwarding [70] for sink location updates and queries. The
proposed MPR based mechanism has been combined with a path local-repair technique
which allow nodes to dynamically limit the scope of sink location update messages to
only those nodes which are affected by sink’s mobility; nodes for which routes towards
the sink do not change due to sink mobility do not receive this message. Moreover, in
order to reduce the data loss due to unstable links between mobile sink and its current
neighbors, we propose a preemptive buffering technique where sink’s neighbors act as
temporary data collecting buffers when sink moves out of their transmission range.

3.1.1 Multi-Point Relay Broadcast

Our proposal uses MPR broadcast mechanism proposed by Qayyum et. al. for mobile
ad hoc networks [70]. With MPRs, nodes exchange hello messages periodically, and a
hello generated by a node ni contains source’s address, its willingness to be chosen as
MPR, already discovered neighbors list and their link statuses (unspecified, asymmetric,
symmetric, lost). Exchange of hellos enables every node to obtain information about
its 1-hop and 2-hop neighbors, referred to as ni_1 and ni_2 respectively. Once, ni has
discovered its 1-hop and 2-hop neighbors, it chooses a minimum subset among its ni_1
neighbors, such that node ni can access all its 2-hop neighbors i.e. ni_2 via this subset.
These minimum number of 1-hop neighbors are referred to as MPRs of node ni. This set
of MPRs is changing over the time since MPRs consume more energy than non-MPRs,
as they act as relays in addition to forwarding their own data. To distribute this role
among nodes, we use the willingness field described in [19]. Once the battery level of a
node ni falls below a certain threshold, it lowers its willingness value and transmits it
in a hello message. Neighbors after receiving this hello observe the lowered willingness
of ni, and locally exchange few hellos. This helps in balancing the power consumption
in the network as nodes reselect MPRs with higher residual energies.

3.1.2 Neighbor Discovery

Neighbor discovery mechanism of SN-MPR is the same as that of MPR algorithm,
however, hellos are not exchanged periodically through out the network lifetime. The
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exchange of hellos in SN-MPR happens only during the network initialization phase then
afterwards between the mobile sink and its current neighbor nodes. The SN-MPR’s
neighborhood discovery process can be divided into two categories; static sensor-to-
sensor neighbor discovery and mobile sink-to-sensor neighbor discovery.

3.1.2.1 Sensors Neighborhood Discovery

This is executed at the network initialization phase as sensors remain static after de-
ployment. Once configured, there is no need to send periodic control packets. Newly
deployed nodes start exchanging hello packets with 2 seconds interval. With every new
hello message reception, new neighbors and/or their link information is updated. The
exchange of hello messages is stopped once no more changes are detected in already
discovered neighbors and their links after certain number of hello exchanges. At the
end of the neighbor discovery process, an efficient MPR based virtual relay topology is
in place. Afterwards, nodes will transmit hellos only under certain conditions.

3.1.2.2 Sink Neighborhood Discovery

The mobile sink enters the network once the sensors’ neighbor discovery process has
converged. The sink transmits hello messages every 2 seconds. A node after receiving
a hello message verifies the ID of the sender. If sink is the source of the hello message,
it replies to the sink with a hello packet. This updates the links between sink and its
current neighbors. Note that nodes transmit hello packets only in response to sink’s hello
message. Periodic hello transmission does not occur as sensors’ neighborhood discovery
has already converged. This enables the sink to discover new neighborhood as it changes
its positions. Sink and its neighbors delete their respective entries when they can no
longer hear each other after SINK_NEIGB_HOLD_TIMEOUT of 2×hello_interval.

3.1.3 Sink Location Updates and Reverse Tree Formation

The sink broadcasts location update messages periodically to reconfigure changing paths
and to transmit queries. Here, we refer to these as Sink Location Update messages
(SLU). A SLU message contains the ID of the sink, and if required, the sink may also
append its queries in this message. As depicted in Figure-3.1a, when sink broadcasts a
SLU packet to the whole network, only a limited number of MPR nodes (dotted black)
rebroadcast the message whereas majority of non-MPR nodes (dotted white) receive
the SLU message but do not forward it.

Once a SLU message is received by every node in the network through MPR broad-
cast mechanism, every node ni chooses as its next-hop relay node towards the sink,
referred to here as next_hopsink, the neighbor from which SLU message is received.
Naturally, sink’s all one-hop neighbors will select their respective next hop relay as sink
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i.e. next_hopsink = sink address, since the SLU is received directly from the sink. How-
ever, its two-hop neighbors (sink2_hop) and nodes beyond may receive multiple copies of
SLU message from different neighbors due to transmissions and queuing delays. In order
to construct the reverse shortest-path sink-rooted tree, SLU receiving node should select
as its next hop towards the sink the neighbor from which the SLU is received with min-
imum hop count. This can be determined from Time To Live (TTL) value contained in
SLU’s packet header. Thus, the reverse MPR path creates a reverse routing tree which
is rooted at sink (Figure 3.1b).

  MPR Node          Non−MPR Node           Sink

(a) Sink location Dissemination

   MPR             Non MPR              Sink

(b) Sensors→Sink tree with sink as root

Figure 3.1 – SN-MPR location dissemination and path configuration mechanism

3.1.4 Local Repair and Preemptive Buffering

For a limited time interval, sink mobility affects only a limited network area. Thus, it
may not be necessary to forward sink’s SLU message to the whole network. We introduce
a distributed local repair mechanism, whereby, MPR nodes dynamically decide whether
to rebroadcast incoming SLU packets or not. We refer to two consecutive SLU messages
as; SLUold and SLUnew. The scope of the SLUnew message depends upon sink’s speed
and direction. Suppose a node ni had established next_hopsink = nj on the basis of
the previous SLUold message, and now ni receives SLUnew. If the SLUnew is received
from the same node nj with minimum TTL value, then its transmission stops at ni, and
thus, it is not forwarded. Contrarily, if a node ni receives a SLUnew from a neighbor
nk 6=nj , it will rebroadcast SLUnew, if and only if, ni is MPR for nk. Moreover, node ni
will also choose nk as its next_hop relay towards sink. This local update mechanism in
combination with efficient MPR broadcast will reduce the network energy consumption.

Moreover, we have introduced a preemptive buffering mechanism to minimize data
loss between the mobile sink and its immediate neighbors. Indeed, data reports may
suffer transmission losses between moving sink and its direct neighbors due to link
breakages as sink may move away from relay nodes vicinity. In SN-MPR, sink transmits
hello messages and SLU messages every two and five seconds respectively. Suppose at
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an instant t, a node ni receives a hello message from the sink and a symmetric link is
established between them. Afterwards, ni will change this link to asymmetric if it does
not receive any hello from the sink for 2 consecutive hello intervals, which could result in
data loss. Suppose sink moves out of ni’s range at instant t+ε. As ni keeps on considering
its link with the sink as symmetric for t+4−ε more seconds, all data transmitted to the
sink during this duration is lost. To tackle this problem, sink’s one-hop neighbors act
as temporary roots if they do not receive sink’s hello after t+hello_interval. As an
act of precaution, sinks one-hop neighbors consider that sink may no longer be in their
vicinity, and thus, they stop sending data reports to the sink. At the same time, they
start buffering all incoming data packets and data reports generated by itself. These
temporary data buffering roots will redirect the buffered packets to the sink when they
receive updated sink location information either through a hello or SLU message.

The processing of a sink generated SLU message, reverse tree creation and local
repair mechanism, when a node ni receives SLU via an intermediate node nj is explained
in the pseudocode presented in the algorithm-7.

Algorithm 7 : SLU message processing and Tree formation algorithm at node ni

1: Recv(SLUnew, nj)
2: Initialize forwardSLU ← false
3:
4: if !Symmetric_link(ni, nj)
5: drop(SLUnew)
6: else
7: // If the received SLU is seen for the first time, process it and update reverse tree route
8: if (sequence_no(SLUnew) > sequence_no(SLUlast))
9: if (is_MPR(ni, nj))
10: save(SLUnew)
11: delay_relay(SLUnew, delay_time)
12:
13: if (ni→next_hopsink==nj)
14: distancenode_i,sink = ttl(SLUnew)
15: forwardSLU ← false;
16:
17: if (ni→next_hopsink != nj)
18: ni→next_hopsink = nj

19: distancenode_i,sink ← ttl(SLUnew)
20: forwardSLU ← true
21: //if multiple copies of same SLUnew are received
22: else if (sequence_no(SLUnew)==sequence_no(SLUlast))
23: if (ttl(SLUnew)<=disti,sink))
24: next_hopnode_i,sink ← nj

25: distancenode_i,sink ← ttl(SLUnew) nj

26: esle if (TTL(SLUnew) == disti,sink))
27: if (next_hopi,sink == nj)
28: forwardSLU ← false
29: else
30: discard(SLUnew)
31: // Once the approximated timer of receiving multiple SLU copies from different neighbors
32: expires, retransmit the SLUnew stored in temporary buffer if ni is MPR or nj

33: Delay_relay(SLUnew, t)
34: if (forwardSLU == true)
35: decrement_ttl(SLUnew)
36: broadcast(SLUnew)
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3.1.5 Simulation and discussion

Extensive simulations were conducted to evaluate the performances of SN-MPR algo-
rithm. The main performance metric of interest is the total energy consumption dis-
tribution under different sink mobility patterns. Indeed, a balanced distribution of the
power consumption among nodes plays an important role in the lifetime of the network.
We first considered a random mobility model of the sink and the total energy consump-
tion distribution i.e. power consumed in transmission, reception and idle listening of
the whole network is presented in the figure-3.2a. As can observed, SN-MPR algorithm
balances the power consumption of the nodes in a very efficient way as the nodes end
up consuming almost equivalent power of 30J each. However, nodes on the network
perimeter consume lesser energy as they perform lesser relaying tasks. This effect is not
due to the proposed algorithm but due to the random mobility model of the sink which
causes the sink to move more around the central regions than at the network perimeter.

Next, the power distribution of the algorithm is evaluated using the perimeter mo-
bility model in which the sink moves continuously at the network boundary. Such
mobility is possible in some WSN deployments like in very harsh terrains where it may
be physically impossible to enter the WSN deployment region or due to security reason
as in battlefield environment. As depicted in figure-3.2b, the overall power consumption
is uniform again throughout the network with most of the nodes consuming approxi-
mately 30J energy in their lifetime. However, as compared to the power distribution
of the random sink mobility model, rather higher power consuming nodes are situated
at the network boundaries in contrast to being at central region. This is due to the
fact that when ever the sink is closer to a particular spot at the network perimeter, the
MPRs around it have to relay the data traffic of all the network nodes behind it.
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Figure 3.2 – Total Energy Consumption Distribution of SN-MPR Algorithm
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3.2 Duty-cycle routing in mobile sink WSNs

Publications : [15]
Transceiver is the major power consuming component of a wireless sensor device with
nodes consuming power in transmission, reception, idle listening and sleep states. Among
these four states, a transceiver wastes most of its energy in idle listening as WSN appli-
cations usually generate data at a low rate. Sensor nodes pass majority of their time in
monitoring events, and only a fraction of time is spent in transmitting sporadic and/or
periodic events to the sink. A node can minimize this power loss due to idle listening by
switching its radio to sleep mode when it has no data to transmit/receive. This switch-
ing between active and sleep states is known as duty-cycling. However, duty-cycling
requires a sleep scheduling mechanism whereby nodes select their active-sleep periods
and coordinate with other nodes for exchanging traffic. This can be achieved either by
exploiting topology control and/or power management schemes by controlling schedules
at lower layers. The existing duty-cycling routing protocols can be broadly classified
into Geographic routing and Topology Control routing. Duty-cycling geographic routing
protocols are designed on the assumption that nodes know their location information,
and they use it to route their traffic towards the sink node [12][66][33][48][55][35]. Nodes
choose a next hop relay candidate to forward their information while the chosen next hop
forwarder is not always in the active state due to asynchronous duty cycles. Contrarily,
in duty-cycling topology control routing a small subset of network nodes needs to stay
active to maintain the network connectivity, while the remaining redundant sensor nodes
can switch to sleep state whenever they have no more data to transmit or receive. This
exploitation of node redundancy to find the minimum subset of active nodes which form
the connected network backbone is referred to as Topology Control. These data relaying
active nodes can further minimize energy consumption by performing duty cycling i.e.
such active nodes can switch off their respective transceivers when communication is
not required and then switch between on and off states. However, such duty-cycling
requires coordination among communicating neighbors as transceivers of both nodes
should be active at the same time to exchange information. This scheduling of on/off
states is mostly implemented as part of the MAC layer protocols [75][82][36][92][49]. In
this work we address the energy minimization issue via topology control technique and
present the duty-cycle aware SN-MPR algorithm at the network layer.

3.2.1 Duty Cycle SN-MPR Algorithm

We have proposed a distributive duty-cycle aware data dissemination algorithm for delay
tolerant WSN applications in which sink is mobile and follows a sojourn based mobility
model i.e. the sink anchors itself at its chosen sojourn points for certain duration in
order to gather monitored information from the network and then moves on to another
sojourn position. The proposed algorithm, named duty-cycle SN-MPR, is an adaptation
of the previously proposed SN-MPR algorithm for duty-cycling environments. As in SN-
MPR proposal, mobile sink in duty-cycle SNMR still uses hello messages for neighbor
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discovery and Multi-Point Relay (MPR) broadcast to disseminate its SLU messages to
the network. Nodes use the reverse path of the forwarding tree of the SLU messages to
disseminate their data reports to the sink. Duty-Cycle SN-MPR algorithm minimizes
the power consumption of the network by allowing the leaf nodes (non-MPRs) in the
data forwarding tree to switch-off their transceivers when they have no data to transmit,
and then alternate between active and sleep states. Nodes switch to active state when
sink arrives at a new sojourn position to receive sink location update message. When
the sink’s sojourn time sojournt expires, all nodes switch-off their respective radios for
mobilityt seconds i.e. the time the sink will take to arrive at its destination. Since the
transceivers are off during this period, all nodes buffer data reports generated by them
and the packets to be relayed to the sink in their local memory. These buffered packets
are delivered to the sink once it announces its new position via a SLU packet and the
reverse routing tree rooted at the current sink sojourn position is re-configured. Finally,
local path repair mechanism is no longer used in this new version of SN-MPR algorithm.

3.2.1.1 Sink Location Update messages

In addition to the information contained in the SLU messages of SN-MPR algorithm,
the sink appends two additional parameters in those of duty-cycle SN-MPR. The first
parameter is the sojourn duration sojournt. It is the time span the sink will remain
stationary at the current sojourn position. This information enables the leaf nodes in
the currently constructed reverse routing tree i.e. the non-MPRs, to switch-off their
transceivers for sojournt seconds. During this period, a leaf node only switches on its
radio for few milliseconds when it has a data packet to transmit to its parent node.
The second parameter is the mobility duration mobilityt. When the sink arrives at a
sojourn position, it randomly selects its next sojourn position in advance and calculates
the time duration it will require to move from the current position to the next one. It
is supposed that the sink knows its mobility speed and, hence, can easily calculate its
mobilityt value using speed and distance between the current and next sojourn points.

The pseudocode of the SLU message processing and tree route formation at a node
ni when it receives an update from a neighbor node nj is presented in the Algorithm-8.

3.2.2 Simulation and discussion

As in SN-MPR, the main performance metric of interest in Duty-Cycle SN-MPR is
the total energy consumption distribution and, hence, the network lifetime. We have
evaluated the algorithm under random and perimeter sink mobility models. As shown
in figure-3.3a, the duty-cycle SN-MPR algorithm offers very good power distribution
under random sink mobility model and majority of the nodes consume power almost
uniformly in the 16J to 18J range. These battery power consumption values are 33% to
50% lesser as compared to those of the previously proposed SN-MPR algorithm.
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Algorithm 8 : SLU message processing and Tree formation algorithm at nodei
1: Recv(SLUnew, nodej)
2: Initialize sleep ← false
3: if !Symmetric_link(nodei, nodej)
4: drop(SLUnew)
5: else
6: // If this SLU is received for the first time process it
7: if (sequence_no(SLUnew) > sequence_no(SLUlast))
8: decrement_ttl(SLUnew)
9: if (is_MPR(ni, nj))

10: sleep ← false
11: Broadcast(SLUnew)
12: else
13: sleep ← true
14: distancenode_i,sink = ttl(SLUnew)
15: nodei→next_hopsink = nodej

16: sojourni,t = SLUnew→sojournt

17: mobilityi,t = SLUnew→mobilityt

18: //Leaf node switches off its radio till sink will arrive at its next sojourn position.
19: During the 1st sojourni,t seconds, ni alters between active/sleep states for
20: sending data reports. After that all nodes switch off their radios during sink
21: mobility.
22: Duty-cycle(sojourni,t + mobilityi,t)
23:
24: //multiple copies received
25: else if (sequence_no(SLUnew)==sequence_no(SLUlast))
26: if (ttl(SLUnew)<=disti,sink))
27: next_hopnode_i,sink ← nodej

28: distancenode_i,sink ← ttl(SLUnew)
29:
30: //old SLU received
31: else
32: discard(SLUnew)
33: —————————————————————
34:
35: Duty-cycle(sojournt, mobilityt)
36: if (sleep is true) // Non-MPR node
37: radio_sleep(now, sojournt+mobilityt)
38: else // MPR node
39: radio_sleep(now+sojournt, mobilityt)

The power distribution when the sink follows the perimeter mobility model and thus
moves at the border of the network is presented in the figure-3.3b. As can be observed,
the overall energy consumption distribution is again pretty uniform, but like a similar
observation with the SN-MPR algorithm, nodes consume more average power than the
random sink mobility model, both in the central region and on the perimeter.
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Chapter 4

VEHICULAR AD HOC
NETWORKS

In this chapter, we present our contributions in connected and autonomous vehicles
which mainly deal with multi-hop routing. We first present a Geocast routing scheme
we have proposed for vehicular ad hoc networks (VANETs) with the aim of decreasing
data overhead in the network and hence saving bandwidth. We then present a routing
protocol we have proposed for unmanned aerial vehicles (UAVs) based on some swarm
intelligence algorithms for the purpose of connectivity maintenance of active paths.
These contributions are done within the PhD thesis of Salim Allal and Nour E. Bahloul.

4.1 Geocast routing in VANETs

Publications : [2][17][41][42]
Routing in VANETs is very challenging due to the high speed of vehicles making topol-
ogy of the network highly dynamic and causing frequent links disconnections. As shown
in figure 4.1, literature provide us with a large range of routing solutions for VANETs
which can be classified into different categories according to their routing principles.

Figure 4.1 – Categories of routing protocols in VANETs

Among these categories, geocast routing seems to be the most appropriate rout-
ing family for VANETs according to some comparison studies [87][40][51][41]. Geo-
cast routing follows the principle of routing data packets from a single source vehi-
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cle to all vehicles belonging to the destination area called zone of relevance ZOR.
Literature provides a large range of papers dealing with geocast routing in VANETs
[10][61][15][30][59][7][17][31][84][60]. These protocols differ from each other according to
the used relay selection technique (beacon-based or beaconless-based), the used recov-
ery mode strategy or the used forwarding strategy. Most of them, however, share the
assumption that the form of ZORs is of circular or rectangular shape and confined in a
unique geographical zone. This makes the representation of forms of ZORs, their origin
and positioning arbitrary and chosen according to the scenarios and needs of the authors.

In this work, we introduced a new geocast routing protocol for VANETs named
GeoSUZ. The corner stone of this protocol is an optimal flooding mechanism based on
a geometrical vision angle technique to transmit messages from a single source to all
vehicles located in a ZOR. For that purpose, forwarding areas called zones of forwarding,
ZOFs, were introduced to confine the message forwarding until it reaches the ZOR. For
an easy mathematical representation of ZOFs, simple geometrical forms were used.

4.1.1 GeoSUZ Protocol

GeoSUZ algorithm can be implemented on the on-board units of vehicles for the purpose
of road accidents management. It will consider the position of the concerned vehicle,
the traffic rules and a digital map of the city in order to process designations of relevant
destination zones called sub-ZORs. However, we delegate the affectation of these sub-
ZORs to a competent authority such as road safety services, which will provide the
coordinates or designations of stretches of roads where vehicles will be likely affected
by an event. As illustrated by figure 4.2, if the red star represents an accident that
happens in lane Bl (the left lane of the road B after the junction), vehicles belonging to
sections Al(Z1), Ar(Z3) and Bl(Z2) at the entrance of the junction need to be informed
about the accident making them taking the decision to bypass the accident point.

Figure 4.2 – Example of relevant Sub-ZORs
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4.1.1.1 Zone of Relevance shapes

In order to cover all forms of roads, we consider that road network is represented by a two
dimensional euclidean plane geometry. Thus, we have chosen to consider three simple
geometrical forms of ZORs: the circle shape represented by the coordinates of its center
c and those of one point of its contour d {(xc, yc), (xd, yd)}, the triangle T represented by
the coordinates of its three corners{a(xa, ya), b(xb, yb), c(xc, yc)}, and the quadrilateralQ
represented by the coordinates of its four corners {a(xa, ya), b(xb, yb), c(xc, yc), d(xd, yd)}.
The three considered shapes are enough to cover curved routes as illustrated in figure 4.3.

Figure 4.3 – Curved routes covered by the 3 shapes

4.1.1.2 Vision angle forwarding technique

We consider the scenario of road network illustrated in figure 4.4a, where S represents a
unique source vehicle and A, B, and C the sub-ZORs composing the same ZOR. Thus,
the same message will take approximately the same path to reach A, B and C through
vehicles p and q. The use of greedy forwarding will generate 3 times the same stream
(destined to A, B and C) at p-level and 2 times the same stream (to A and C) at q-level.

(a) Road network scenario (b) Vision angle technique

Figure 4.4 – Geometrical vision angle based routing technique

Before a source S sends a geocast message, it calculates the distance between its
own position and the nearest point of the destination ZOR (or the different sub-
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ZORs). Depending on the form of the destination sub-ZOR, this distance is equal
to min(dSd, dSc) = dSd in the case of a circle, min(dSa, dSb, dSc) in the case of a trian-
gle, and min(dSa, dSb, dSc, dSd) in the case of a quadrilateral. Once the distances are
computed, they are then used in our vision angle technique as illustrated in figure 4.4b
where we consider S as the source of the geocast message M , and A and B two sub-
ZORs constituting the total ZOR. Thus, when S needs to inform the sub-ZORs A and
B about an event, it firstly calculates the distances dSa and dSb. In our case, sub-ZOR
A is closer to S than sub-ZOR B (dSa < dSb). Then, S needs to know if sub-ZOR B is
accessible via sub-ZOR A or, does B belongs to the vision angle of S through A. The
angle θ represents the angle ˆSab of the triangle Sab. The angle γ, is an arbitrary vision
angle fixed according to different parameters (speed of vehicles, number of vehicles,
etc.). Applying the condition 4.1 to the scenario above, we conclude that sub-ZOR B
is not in the same direction as sub-ZOR A. So, source S sends two occurrences of the
same geocast message M destined to A and B respectively.

(cos(θ) = Sa2 + ab2 − Sb2

2 ∗ Sa ∗ ab ) ≥ cos(γ) (4.1)

If θ ≤ 90◦, the source S sends two messages to the sub-ZORs A and B. If θ ∈
]90◦, 180◦], S sends one message intended to reach A and B (via A).

As a reminder, the distance between two points A(xA, yA) and B(xB, yB) in a two-
dimentional plan is defined as in equation 4.2.

dAB =
√

(xB − xA)2 + (yB − yA)2 (4.2)

4.1.1.3 GeoSUZ Algorithms

We describe a ZOR as a set of sub-ZORs, subZOR1∪subZOR2∪ ...∪subZORn, where
n ≥ 1. We also define the geocast messageM asM [m,S,Z], whereM [m] is the message
content, M [S] is the sender ID, and M [Z] the coordinates of the destination ZOR area.
When the same geocast message destined to two sub-ZORs Z1 and Z2 (or more) follows
the same path due to the use of a recovery mode in greedy forwarding technique, the
message M is pre-fragmented and defined as M1[m,S, {Z1}].M2[m,S, {Z2}]. In Algo-
rithm 9, RM(Z1) refers to the recovery mode procedure applied to the sub-ZOR Z1,
and GF (Z2) the greedy forwarding procedure applied to the sub-ZOR Z2. Thus, we can
read the first test as: if there is no neighbor using greedy forwarding method to reach
the first sub-ZOR Z1 while there is a neighbor to reach Z2, and the recovery mode of Z1
gives us the same neighbor to reach Z2 using greedy forwarding, then we pre-fragment
the message M and send it to that neighbor.
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Algorithm 9 : Pre_fragment(M [m,S, {Z1, Z2}])
IF [not(GF (Z1)) and GF (Z2) and RM(Z1)==GF (Z2)] or [GF (Z1) and not(GF (Z2))
and GF (Z1)==RM(Z2)] or [not(GF (Z1)) and not(GF (Z2)) and RM(Z1)==RM(Z2)]
THEN return (M1[m,S, {Z1}].M2[m,S, {Z2}]) ; ENDIF

As illustrated in Algorithm 10, when the current node is able to perform the greedy
forwarding, it fragments the message into different sub-messages addressing the different
sub-ZORs. The pre-fragmented message becomesM1[m,S, {Z1}],M2[m,S, {Z2}]. Here,
we note that the two messages M1and M2 are forwarded separately in different paths.

Algorithm 10 : Fragment(M1[m,S, {Z1}].M2[m,S, {Z2}])
IF [GF (Z1) and GF (Z2) and GF (Z1)=!GF (Z2)] or [not(GF (Z1)) and GF (Z2)
and RM(Z1)=!GF (Z2)] or [GF (Z1) and not(GF (Z2)) and GF (Z1)==RM(Z2)]
or [not(GF (Z1)) and not(GF (Z2)) and RM(Z1)==RM(Z2)] THEN return
(M1[m,S, {Z1}],M2[m,S, {Z2}]);

The pre-fragmented messages can be defragmented in case the sub-ZORs are cur-
rently able to be addressed sequentially (Algorithm 11). Thus, a pre-fragmented message
becomesM [m,S, {Z1, Z2}]. Notice that a fragmented message cannot be defragmented.

Algorithm 11 : Defragment(M1[m,S, {Z1}].M2[m,S, {Z2}])
IF [GF (Z1) and GF (Z2) and GF (Z1)==GF (Z2)] THEN return(M [m,S, {Z1, Z2}]);

We present the full steps of our GeoSUZ routing protocol in Algorithm 12. The
source vehicle (or intermediate relay vehicles) defines its γ angle then calculates and
orders all distances between itself and the different sub-ZORs. At this time, it generates
the geocast messageM intended to reach all the sub-ZORs. Here, the test if the current
node belongs to the nearest sub-ZOR is done. If it is true, then it broadcasts (only in
the current sub-ZOR) the message M , removes the current sub-ZOR from M and tries
out the pre-fragment procedure which processes the geomertical vision angle technique
as depicted in Algorithm 13. After that, a set of tests on the message M are made.
When M is pre-fragmented, it is geoUnicasted. When it is fragmented, two messages
M1 and M2 are GeoUnicasted. Now, if it is neither one nor the other case, the message
is defragmented and GeoUnicasted to the last or the unique sub-ZOR.

4.1.2 Simulation and discussion

In our simulation, we have compared the performances of our geocast routing protocol
to those of the Greedy Perimeter Stateless Routing protocol (GPSR) [8], which is a well
known routing protocol for wireless networks based on greedy forwarding technique.
The obtained results from the application of the two protocols to several road scenarios,
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Algorithm 12 : GeoSUZ algorithm
Define γ
Calculate all DSZiwhere Zi the sub-ZOR i : i = 1, 2, ..., n
Ascending order of DSZi into DSZk

where k = 1, 2, ..., n
GENERATE(M [m,S,Zk]); // S generates or receives M
IF Current_Node in M [Z[1]] THEN
GeoBroadcast(M [m,S,Z[1]]);
SUB(Z[1], M); // M [m,S,Z \ Current_subZOR]
PREFRAGMENT(M); //M1[m,S,Z].M2[m,S,Z] in Algorithm 13
END IF
\\ Pre-fragmentation
IF (pre_fragment(M)) THEN
GeoUnicast(M);
ELSE \\ Fragmentation
IF (fragment(M)) THEN
GeoUnicast(M1);
GeoUnicast(M2);
ELSE \\ Defragmentation
IF (defragment(M)) THEN
GeoUnicast(M , GF(M1[Z[1]]));
END IF
END IF
END IF

Algorithm 13 : PREFRAGMENT vision angle based procedure
h = 1; // Zh the nearest sub-ZOR
M1[Z] = Zh;
M2[Z] = φ;
j = 1;
WHILE j < k THEN
IF SẐhZj+1 ≥ γ THEN
ADD(Zj+1, M1); // M1[m,S, {Zh, Zj+1}]
ELSE // SẐhZj+1 < γ
ADD(Zj+1, M2);
END IF
j = j + 1;
END WHILE

shows that GeoSUZ algorithm outperforms GPSR and allows a considerable gain of
bandwidth by significantly decreasing the number of messages sent over the network.
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4.2 Routing in UAVs

Publications : [10][25][28]
An ad hoc network of cooperative drones may be of interest for cost reasons, but also
in places where there is no cellular coverage due to the complexity to reach these places
and install fixed relays, or due to the damage of existing infrastructure after a natural
disaster. Figure 4.5a shows a fleet of UAVs cooperating in an ad hoc manner to monitor
a highway and transmit traffic information to ground stations. This application has
recently been adopted by the french highways operator VINCI 1. The main encountered
issue, however, is the limited radio range of the drones for a real-time transmission when
the drones are far away from ground base stations and flying in areas where cellular
coverage is missing. Another application is shown in figure 4.5b where a fleet of drones
cooperate to relay information of each other to monitor wild environments and detect
the start of fire. Indeed, thousands of hectares burn down every year in south of France
and in other mediterranean countries due to late detection of a fire especially in hard-
to-reach areas [79] 2. The civil security direction in France has been working for a few
years on how to use UAVs to identify the counters of a disaster in real time 3.

(a) Highway surveillance (b) Forest fire surveillance

Figure 4.5 – Surveillance scenarios with collaborative UAVs

This kind of collaborative networks, however, may be faced to many challenges,
mainly the high mobility of the drones and connectivity maintaining. Indeed, the high
mobility of the drones may cause frequent and rapid changes in network topology and
hence links failure. Moreover, each drone has the possibility to move according to an in-
dependent preprogrammed flight plan and the network can often get partitioned. Several
routing solutions for UAVs have been proposed in literature [21][77][63][26][4][53][50].

1http://www.lefigaro.fr/societes/2015/08/01/20005-20150801ARTFIG00050-des-drones-pour-
surveiller-le-trafic-sur-les-autoroutes.php

2http://www.statistiques.developpement-durable.gouv.fr/lessentiel/ar/368/1239/feuxforet.html
3http://www.interieur.gouv.fr/Actualites/Dossiers/Les-drones-au-servicede-la-securite/Identifier-

en-temps-reel-les-contours-d-un-sinistre
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However, almost all of them are either suitable for delay tolerant applications or only
limited to assure the connexion between distant ground groups throw relay drones.

To cope with real-time aspect, we have proposed a strategy to compute a transmis-
sion path and maintain its connectivity in a collaborative UAV network while transmit-
ting data, or while the computed path is still active. The proposed mechanism is called
BR-AODV and combines the advantages of the on-demand routing protocol AODV [69],
suitable for ad hoc networks with high mobility, and the Boids of Reynolds mechanism
[74] to control the mobility of the drones involved in a transmission path.

4.2.1 BR-AODV Protocol

Many studies have shown that AODV routing protocol seems more appropriate for net-
works with low density [9], which is the case of the considered drone network. Moreover,
proactive routing schemes in a highly dynamic context such as UAV networks is not
suitable. Indeed, entries in the routing table become rapidly no longer valid due to
the velocity of the drones and frequent topology changes. As a result, the protocol
BR-AODV uses almost the same basic elements of AODV, with the same exchanged
types of packets, and the same structure of routing tables. A source node diffuses a
RREQ message to its direct neighbors and the recipients set up backward pointers to
the source and forward the RREQ message if the route to destination is not found lo-
cally (figure 4.6a). When the destination node (or any other intermediate node who
knows the route to destination) is reached, it proceeds with a unicast transmission of
the RREP message along the shortest path to the source node (figure 4.6b).

(a) Broadcast of the RREQ packet (b) Unicast transmission of the RREP packet

Figure 4.6 – On demand route discovery mechanism

However, as we can see in the two following sections, route discovery and route main-
tenance mechanisms of AODV have been changed in the proposed BR-AODV protocol.
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4.2.1.1 Route discovery

In BR-AODV, the destination address of RREQ messages is set to broadcast address
and is diffused to the direct neighbors of the source node. The recipients forward the
RREQ message only if they do not have a direct link to a ground base station. Nodes
with direct links to ground base stations stop forwarding and proceed with a unicast
transmission of the RREP message along the shortest path to source node. The source
node chooses the closest ground base station among all the received RREP messages.

Links with ground base stations are maintained in a proactive manner throw drone
and network association (DNA) messages issued periodically by ground base stations.
The DNA messages contain sufficient information for the recipients to construct an
appropriate routing entry to the closest base stations. They are sent as the data part of
IP packets with the TTL field set to 1 to limit their diffusion to the 1-hop neighborhood
of the ground base stations. The DNA message is inspired from HNA (Host and Network
Association) message of OLSR protocol [19] except that the DNA message is not relayed.

4.2.1.2 Route maintainance

To cope with dynamic topology changing in an UAVs network and for the purpose of
connectivity maintaining of active paths as long as they are needed by the emitting
sources, the AODV routes maintaining process has been replaced in BR-AODV with a
mobility control module performed by applying the principle of maintaining training in
Boids of Reynolds to the movement of UAVs. Indeed, Craig Reynolds has introduced
three basic rules that achieved the first simulated flocking in computer animations [74].
He achieves a graphical application where agents he calls boids move coherently in a vir-
tual environment and models an emergent behavior where each boid acts autonomously
while respecting three simple rules; the separation rule where the boid moves away when
it is too close to another boid, the cohesion rule where the boid tries to get closer to
its nearest neighbors when it is too far from the group, and the alignment rule where
the boid continually seeks to adjust its speed to the average speed of its neighbors and
to remain in the common direction of displacement. The BR-AODV mobility control
module is a combination of these three rules where each UAV participating to active
paths, plans its displacement when moving to avoid any disconnection in these paths.

We consider a network of autonomous UAVs where each UAV i has a velocity vi and
a two-dimentional position pi(xi,yi) which is referred to as pi. The principle of Boids
of Reynolds is applied to control the movement of the nodes that participate in one or
more active paths. Thus, each node which contributes to routing data in these paths is
handled as a boid in a swarm comprised of all active nodes belonging to active paths.
In simulation terms, the problem formalization is made by a group of boids B = b1,b2,
... ,bn which represents all the UAVs constituting the active paths, where each is placed
in a position pi. The variable δi is defined as the group of boids situated inside the
radio range of radius z of boid bi. Each boid bi moves with a velocity vi according to
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the three previous rules which are expressed by the formulas below. The calculation
should take into account each of its boid neighbors (in radio range z) bj in group δi, with
their parameters, i.e., the position pj and the velocity vj . The vectors defined by the
positions of the boid bi and each of its visible boids bj are summed and the separation
velocity denoted by vsi is calculated as the negative sum of these vectors :

vsi = −
∑

bj ∈δi:d(bj ,bi)<z
(pi − pj) (4.3)

The alignment velocity denoted by vai is calculated as the average speed of the
visible neighbors of bi. The boid bi slows or accelerates according to its neighbors bj . If
a boid accelerates too much, it may go out of the visibility fields of the other boids and
out of the group eventually. If there is no boid directly visible, vai is equal to zero :

vai = 1
|δi|

∑
bj∈δi

vj (4.4)

The cohesion velocity of the boid bi is denoted by vci . It acts as a complement to the
separation and is calculated in two steps. First, the center of the set δi of the directly
visible boids bj is computed. This center is denoted by ci and corresponds to the density
center of all visible boids. Then vci is calculated as follows:

vci = ci − pi Where ci = 1
|δi|

∑
bj∈δi

pj (4.5)

Now we can compute the movement speed of each boid i at time t+1 as follows:

vi(t+ 1) = α(wsvsi(t) + wavai(t) + wcvci(t)) + (1− α)vi(t− 1) (4.6)

Where the smoothing parameter α in [0-1] interval indicates how much previous in-
formation gathered by a node is incorporated into its new deployment decision. Indeed,
the current velocity of a node may include important information about the previous
interactions of the node. Hence, α can be considered as a memory parameter.

The parameters vsi , vai and vci are the velocities of node i due to separation, align-
ment and cohesion behaviors respectively, and ws, wa and wc are their corresponding
weights taken in [0-1] interval. As shown in figure 4.7, the resulting velocity of each node
i along our active path is a combination of its current velocity and the new information
gained by its separation, alignment, and cohesion behaviors. These coefficients indicate
the influence rate of each force and current perception of an UAV on its decision to
move. By setting weights ws, wa and wc, various node behaviors can be modeled.
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Figure 4.7 – Mobility control mechanism of BR-AODV

The new position pi of the UAV at time t+1 is calculated from its previous position
at time t and its velocity vi at time t+1. The resulting motion is expressed as :

pi(t+ 1) = pi(t) + vi(t+ 1) (4.7)

The calculation and the displacements above concern each node belonging to one
or more active paths; they are summarized in Algorithm 14 where we can see the
velocity vector affectation for each node i, after respectively computing the separation,
the alignment, and the cohesion velocities with each neighbor j. The displacements of
the nodes that do not participate in routing of active paths are not concerned by these
rules; they rather obey to the strategy adopted by the task to achieve.

4.2.2 Simulation and discussion

As mentioned in the related work, UAVs nodes in most of the proposed routing protocols
for UAVs in the literature are mainly limited to play the role of relays for disjoint mobile
ad hoc groups on the ground. Hence, we thought more appropriate to compare the
performance of BR-AODV with that of AODV rather than those of any other routing
proposals for UAVs. The testing scenario consists in several UAVs deployed and moving
independently while they organize them-selves as a flock, or swarm, to maintain the
connectivity of an active transmission path, and make the implicated relaying nodes
move as a flock along with the transmitter. In this purpose, we simulate a traffic
flow transmission between 2 UAVs in the UAV fleet separated by 4 hops or 3 relaying
nodes. Each node is equipped with the IEEE 802.11g radio interface and as boids
parameters, we fixed the separation distance to 200 meters, the alignment distance to
220 meters and the cohesion distance to 250 meters with a maximum UAV speed set to
10m/s. These parameters values are set according to the maximum range of the UAVs
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radio transmitter, the IEEE 802.11g radio range values and the UAVs most frequently
encountered velocities. We then set the weight parameters ws, wa and wc to 1 to make
the separation, alignment and cohesion velocities equally important. Finally, we set the
smoothing or memory parameter to 0.5 to moderately consider the importance of the
previous velocity of a node in the computation of its current velocity.
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We defined a best effort transfer between the source and the destination and we
measured its throughput, its packet drop rate and its end-to-end delay for various back-
ground traffic load. In this purpose, we added 10 nodes that generate this background
traffic load, at a constant bit rate, in addition to 5 ground base stations which period-
ically broadcast DNA messages every 5 seconds in their vicinity. The obtained results
show that BR-AODV outperforms AODV for all these metrics thanks to its ability to
maintain active paths connectivity and to avoid re-routing mechanisms.





Chapter 5

Conclusion and Perspectives

This chapter presents the general conclusions of this manuscript and then lists a number
of future research directions.

5.1 Conclusions

In this manuscript, I highlighted my main research activity during the last ten years.
This research activity mainly focuses on the design of distributed systems in wireless
ad hoc networks, with special interest to data dissemination protocols and architec-
ture design in wireless eHealth systems (WBANs), large scale wireless sensor networks
(WSNs), and vehicular ad hoc networks (VANETs/UAVs). The manuscript is struc-
tured in three main chapters (2, 3, 4) corresponding to my main contributions around
the three previously mentioned applications of wireless ad hoc networks.

Chapter 2 deals with wireless body area networks (WBANs). I first presented a
deep analysis on the energy consumption of one-hop vs multi-hop communications in
WBANs. In fact, some recent literature on WBANs presents deliberate use of multi-
hops to transfer data from a sensor to the gateway via relay health sensors as more
energy efficient than single hop communication. Other studies, however, argue contrar-
ily. To this end, we have analyzed the single vs multi-hop energy consumption effect
for real very short range sensor devices. The obtained results show that deliberate re-
duction of transmission range to induce multi-hop scenario in a WBAN is not energy
efficient. Considering this conclusion and with respect to the recommandation emitted
in the IEEE 802.15.6 standard for wireless personal networks, we have proposed several
scenario driven 2-hop routing algorithms for intra-WBAN data dissemination.

Second, I presented our work on the communication between the WBANs themselves
to enhance the transmission quality and optimize energy consumption by defining co-
operative mechanisms. In fact, from the observation that for many other application
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areas WBAN subjects are in group, the inter WBAN cooperation is necessary. We
thus defined a concept of network of BANs, named NetBAN, where subjects can share
information and help each other in relaying data and optimizing energy consumption.
A routing protocol intending to enhance energy and prolong network lifetime has been
defined, implemented and evaluated. The obtained results show that this inter-WBANs
relaying mechanisms are very helpful in optimizing energy consumption, increasing data
delivery, and increasing network lifetime if they are used when necessary.

Third, given that within a WBAN it was demonstrated that a two-hop topology is
more efficient than one-hop for interferences mitigation and that nodes can be located
far from the coordinator needing a relay node, we found interesting to define coopera-
tion mechanisms at MAC level. We thus defined a MAC cooperative mechanism that
decodes and merges data at a relay node what increased the data delivery and the abil-
ity to transmit even in interference conditions without increasing energy consumption.

Our fourth contribution in WBANs deals with Quality of Service (QoS). We have pro-
posed a scheduling strategy at the coordinator of a WBAN called PWRR (Priority-
Weighted Round Robin) to bridge sensitive data from WBAN to peer-networks. The
proposed scheduling strategy provides good results in terms of reducing delay of emer-
gency and medical data. Indeed, simulation and analytical results for peer-networks
involved in a WBAN based health monitoring system show that, if PWRR is set, the
behavior of WIFI, WIMAX and LTE networks remains the same in keeping all flows as
per their priorities by mitigating the end-to-end delay.

Chapter 3 deals with routing in large scale wireless sensor networks (WSNs). We
have proposed two distributed energy-efficient sink location update algorithms for large
scale wireless sensor networks in which the sink is mobile. First algorithm, named SN-
MPR, uses a combination of multi-point relay broadcast and local path repair mech-
anism by means of which sink’s location update packets are forwarded only to nodes
which are affected by sink mobility; the rest of the network does not receive these update
messages. At the same time, sink ensures continuous connectivity with sensor nodes. It
is designed for applications which have rather stringent data delivery requirements.

The second algorithm, a modified version of SN-MPR named duty-cycle SNMPR, fur-
ther minimizes the power consumption of the network by enabling the non-relay nodes
to switch-off their respective transceivers when they don’t want to communicate.

The simulation results show that both of these algorithms significantly reduce the power
consumption of the network without compromising data delivery efficiency when com-
pared to classical MPR flooding. Moreover, the mobility of the sink makes the overall
energy consumption distribution among nodes in the network pretty uniform.

Chapter 4 deals with connected and autonomous vehicles. First, I introduced our
proposed Geocast routing protocol, named GeoSUZ, for vehicular ad hoc networks
(VANETs). The proposed protocol is based on a geometrical vision angle technique
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which allows to know if two zones of relevance, named ZORs, are in the same direction
in order to send them a single message and hence, reduce messages overhead. For that
purpose, we choose simple geometrical forms of ZORs so that they would be easy to
implement and represent mathematically. Compared to a well known Geocast routing
protocol GPSR [8], simulation results show that GeoSUZ algorithm significantly reduces
the number of messages sent over the network and hence, saves bandwidth.

Second, I introduced our proposed routing protocol for unmanned aerial vehicles (UAVs)
called BR-AODV. The protocol is based on AODV, a well known routing protocol for
ad hoc networks suitable for UAV networks for on-demand route computation, and the
Boids of Reynolds mechanism which is a kind of swarm intelligence for active paths con-
nectivity maintenance while data is being transmitted. Moreover, an automatic ground
base stations discovery mechanism was introduced for an association of proactive drones
and ground networks. This mechanism is necessary in the context of real-time applica-
tions. The performance of BR-AODV was evaluated and compared with that of classical
functioning of AODV. The obtained results showed that BR-AODV outperforms AODV
in terms of end-to-end delay, throughput and packet loss rate.

These contributions constitute the core of my research activity and were addressed
within four fully supervised PhD thesis. There are a number of other research achieve-
ments done within some other co-supervised PhD thesis, I briefly present some of them
in Annex A. All these contributions have been peer-reviewed and published in interna-
tional journals and conferences as listed in Annex B.

5.2 Perspectives

I have identified a number of research directions to explore in the short to mid term
future and some of them are already ongoing. They range from the requirements of
WBANs within the context of smart cities, to end-to-end quality of service (QoS) in
heterogeneous networks of connected and autonomous vehicles.

Quality of service in 5G based HMS.
We are currently addressing the end-to-end quality of service (QoS) issue in a health
monitoring system (HMS) within a 5G peer network. For this end, we are consid-
ering connected health sensors as well as the remote 5G cellular radio network. We
aim to combine our previously proposed scheduling strategy at the coordinator PWRR
(Section 2.4.2), with new service differenciation strategies for a reliable transmission of
priority packets on the 5G radio interface. In this purpose and to mitigate the end-to-
end delay of emergency and medical data flows, we are working on the improvement of
the regular ACB (Access Class Baring) method at the 5G side with respect to the pre-
viously defined medical traffic categories and to their access delay budget and drop rate.
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HMS requirements in the context of smart cities.
To extend our proposed inter-WBANs data transmission scheme in case of coordinators’
energy issue (Section 2.2), we aim to involve other connected entities in the transmission
process within the context of smart and connected city. Indeed, some trusted vehicles
such as public buses, ambulances, police vehicles and so on, if equipped with wireless
devices are all significant elements that can improve the connectivity of a WBAN net-
work and thus participate to the transmission process of emergency and medical data
flows. Patients equipped with physiological connected wireless sensors could dump, dur-
ing each contact, all the medical information collected so far, or pieces of information
mainly in the case where contact times are short and not sufficient to transfer all of the
information collected from a patient’s medical sensors. These informations could then
be transmitted via multi-hop schemes till it reach hospital central servers for instance.
This can improve the immediate availability of paths for emergency data transmission.
However, this will raise a number of issues to resolve along the communication chain.
We mainly aim to address the end-to-end quality of service (QoS) in terms of delay,
through the mapping of service classes of the multiple involved heterogeneous networks.
We also aim to explore vehicles’ mobility plans when known, as it is the case for the
buses, for the design of deterministic and efficient routing schemes in terms of robustness.

Heterogeneous networks of connected and autonomous vehicles.
In Section 4.2, we have presented a bio-inspired routing algorithm to enhance the life-
time of inter-UAVs communication links to deliver timely information to the ground
base stations. However, due to the varying densities of UAVs in the target coverage
zone and their independent missions, and thus independent routes, the existence of a
route that connects a UAV to its ground base station is not always guaranteed. Thus,
we aim to integrate UAVs with Connected and Autonomous Vehicles on the ground
(CAVs) to build a heterogeneous network to further enhance the routing quality by
providing alternative routes to broken air connection among UAVs. Typical use cases
of this heterogeneous network are highways traffic monitoring, borders monitoring and
most recently, citizens’ mobility monitoring during COVID-19 pandemic to ensure that
lockdown rules are respected. In particular, solutions will be developed to enable CAVs
usage to extend the connectivity and coverage of UAVs to accomplish their mission
successfully. We will investigate new ways of developing routing techniques that ensure
both the quality and stability, despite the mobility and external factors that affect the
connectivity of UAVs, of the UAV’ selected route to deliver timely information to distant
ground base stations with the required QoS. To this end, we will consider two heteroge-
nous network scenarios: routing with known and partially known mobility models.

Machine learning for routing decision-making in UAV networks.
Current and future uses for UAVs include the collection of data from remote sensor
networks deployed in agriculture fields for example, automated traffic monitoring and
last-mile delivery. These uses may be performed by a network of collaborative UAVs and
require UAVs with increased autonomy to plan and dynamically adapt their missions
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and flight paths to best use their limited flight time in response to some factors such
as collected data, changes in weather conditions and hardware failure. To fulfil these
autonomous abilities in decision-making regarding path planning, we aim to take a
promising approach by integrating machine learning in UAV’ route selection process.
The objective is to predict the moves of other UAVs through factors similar to the
previously mentioned ones, and then estimate some more stable routing paths in terms
of ground base stations accessibility and with better transmission capacity to cope with
real-time transmission requirements of some UAV application domains.
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Summary of some other works

This manuscript mainly focuses on my research contributions within my own supervised
PhD thesis. However, I have been involved in a number of other works mainly within in-
ternational collaborations and other co-supervised PhD thesis. They are closely related
to my main research activity and some of them are briefly described in the following.

Safety enhancement in vehicular networks [5][6].
One of the major challenges in Vehicular Ad hoc Networks (VANETs) is to find a sta-
ble and robust Cooperative Collision Avoidance (CCA) scheme to address the rising
death toll caused by road accidents every year. With Shahab Haider, Ghulam Abbas
and Ziaul Haq Abbas from GIKI Institute, and Thar Baker from Liverpool John Moores
University, we carried out works on improving road safety with effective mechanisms to
detect and predict dangerous situations. To this end, we have proposed a Probabilistic
Direction-Aware Cooperative Collision Avoidance (P-DACCA) scheme that takes into
account realistic bi-directional traffic. The scheme starts with formation of dynamic
clusters by incorporating Hamming distance in the k-medoids algorithm as an addi-
tional metric for direction awareness. After clustering, relative distances and speeds of
nodes with respect to their expected states are computed. The scheme then estimates
a collision probability on the basis of a node’s expected state and provides an early
warning message when the probability exceeds a predefined threshold. Moreover, we
have proposed a Priority-based Direction-aware Media Access Control (PDMAC) as a
novel protocol for intra-cluster and inter-cluster clock synchronization. It is a three-tier
priority assignment technique to enhance warning messages delivery by taking into ac-
count the direction component, message type, and severity level on each tier.
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Security in vehicular networks [4][23].
Ensuring safety in vehicular ad hoc networks (VANETs) requires the connected vehi-
cles to exchange real time accurate road information. However, this necessity risks the
privacy and may violate the user’s confidentiality. The periodically broadcasted beacon
messages containing the vehicle’s spatiotemporal road information, and signed using
the vehicle’s temporal public key are the main factors leading to that risk. Since these
factors are fundamental for the correct functioning of a vehicular network and, hence,
cant’ be ignored, solutions that preserve the location privacy are needed. With Leila
Benarous and Banamar Kadri from the university of Tlemcen, we aimed to preserve
the location privacy through a robust pseudonym change strategy that ensures the un-
linkability. The proposed method confuses the attacker at the pseudonym update phase
to thwart the linkability by combining the "hiding within the crowd" and the "location
obfuscation" techniques.

Multi-Channel assignment in WBANs [9].
Traditional single channel communication in WSNs offers limited network throughput
due to frequent interferences and congestion caused by concurrent transmissions in the
same neighborhood. On the one hand, successful packet delivery requires mostly mul-
tiple retransmissions because of frequent collisions which also uses much battery. On
the other hand, concurrent transmissions over multiple channels not only offer better
network throughput and delays, but also reduce power consumption as packet collisions
are minimized or eliminated depending upon the efficiency of the concerned channel
assignment scheme. This may ensure QoS requirements of transmissions demanding
high bandwidth and those that are delay sensitive such as in the case of Wireless Body
Area Networks. To this end and with my former PhD student Audace Manirabona
from the university of Burundi, we have considered a multiple channel WBAN network
and proposed GATE, a theoretical game approach to adapt the channel bandwidth to
the volume traffic requirement. In this way, medical video and audio traffics which are
likely to be much bandwidth consumer are mainly considered using their priority classes.
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Interference management in WBANs [31].
Interferences have significant impact on the reliability of packet transmissions in wireless
communications. Due to very low power communication, wireless body area networks
are potentially susceptible to interfere with coexisting wireless systems, including other
WBANs that might exist in their vicinity. With Kahina Haddadi and Hassine Moungla
from the university Paris Descartes, we have used cognitive radios (CRs) for proactive
interference sensing in such systems. Our approach ensures the channel quality eval-
uation reducing the packet loss rate and mitigating interferences. On one hand, the
intra-WBAN interference is managed through FTDMA protocol. On the other hand,
if a high intensity of interference is detected, the proposed solution allows switching to
another transmission channel, thereby ensuring the coexistence of WBANs.

Stereo image coding in wireless sensor networks [8][59].
One of the potential 3D imaging techniques relies on the use of stereoscopic systems.
The great interest in these systems has resulted in huge amounts of data which need to
be compressed for storage and transmission purposes. As part of Ismaïl Bezzine’s thesis
and in collaboration with my colleagues Mounir Kaaniche and Azeddine Beghdadi, we
worked on the improvement of the bitrate for real-time stereo image transmission by
considering the coding of stereoscopic images in the context of urban video surveillance
platforms based on wireless multimedia sensors. To this end, vector lifting scheme has
been found to be an efficient approach for stereo image coding. For instance, the coding
performance depends on the design of the involved lifting operators referred to as predic-
tion and update filters. For this reason, while a non separable vector lifting structure is
retained, we investigate different techniques for optimizing sparse criteria to design the
filters used with both views. More precisely, an independent full optimization algorithm
as well as a joint algorithm were developed and studied. Simulations performed on dif-
ferent stereo images demonstrate the effectiveness of the proposed sparse optimization
techniques in terms of quality of reconstruction and bitrate saving.

Capacitated Network Design Problem [12][14][29][33].
With Meriem Khelifi from the university of Annaba and in collaboration with my col-
league Mohand Yazid Saidi, we dealt with modular Capacitated Network Design Prob-
lem (modular CNDP). The objective was to determine a network topology allowing
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the routing of a set of commodities (requests) between several sources and destinations
while minimizing a metric combining three criteria: the cost of links to be established,
the cost of the modules to be installed on each link and the routing of commodities. In
fact, on each established link, a set of modules with different capacities and costs are
chosen to ensure the routing of all commodity flows. In order to solve this NP-hard
problem, we adopted approaches based on meta-heuristics and linear programming. By
subdividing the CNDP problem into two sub-problems which consist in a first step in
designing a set of network topologies which are validated and evaluated in a second step
by the calculation of the best routing ensuring the satisfaction of all the commodities,
we have developed a hybrid heuristic combining genetic algorithms with linear program-
ming. We applied the genetic algorithms to generate a multitude of network topologies
(sets of links and associated modules) that we subsequently evaluated by solving the
multi-commodity flow problem in polynomial time with the use of linear programming.



Appendix B

Publications

In addition to the list of my publications below, three journal papers are under review
and number of other works are submitted to international conferences to be held in 2021.
These submitted works are mainly related to recently finished thesis (Ismaïl Bezzine)
and to other thesis which are still ongoing (Nouman Bashir and Fatima Zahra Rabahi).

• Book chapters

1. Saadi Boudjit, Hassine Moungla. (2015): "mHealth : WBANs’ Issues and
Challenges", Chapter in the book "Mobile Health : A Technology Road Map",
Springer Series in Bio-Neuroinformatics, Vol. 5, pp. 771-790, Springer,
February 2015.

2. Salim Allal, Saadi Boudjit. (2013): "GeoSUZ: A Geocast Routing Protocol
in Sub-ZORs for VANETs", In advanced Infocomm Technology, Volume 7593
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• Articles in international journals

3. Fatima Zahra Rabahi, Saadi Boudjit, Chemseddine Bemmoussat, Mohamed
Benaissa (2020): "A 3-D Mobility Model in Flying Ad-hoc Networks for Real-
time Emergency Applications", To be published in International Journal of
Telecommunications and Radio Engineering, BegellHouse, December 2020.

4. Leila Benarous, Benamar Kadri, Saadi Boudjit (2020): "Camouflage-based
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