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Abstract

Video Stabilization (VS) has been an active area of research in the last two decades. Many approaches have been successfully proposed and it is time to take a step back and offer a glimpse and a critical look to this hot topic. Among the questions that should be answered: "is VS a solved problem"?. Is there still room for further improvement and at which level and how? The main purpose of this contribution is to answer such questions and to provide a fairly unifying framework to allow a better understanding of the progress of this research subject with appreciable industrial and academic benefits. In this paper we focus on the main challenges, practical aspects and mathematical core concepts of the video stabilization techniques. We also put a special attention to the Video Stabilization Quality Assessment (VSQA) by introducing new methodology inspired by the research results on Image Quality Assessment (IQA) in its broad sense. Finally we also discuss some new research directions to overcome the limitations of the existing methods.
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1. Introduction

The continuous development of video sensors and their miniaturization has extended their use in various applications ranging from video surveillance systems to computer-assisted surgery and the analysis of physical and astronomical phenomena [1]. Nowadays it becomes possible to capture video sequences in any environment and without any heavy and complex adjustments as was the case with the old video acquisition sensors [2]. However, the acquired visual information still suffers...
from some annoying distortions. One of the most perceptually annoying degradation is related to
the image instability due to camera movement during the acquisition [3]. This source of degradation
manifests as uncontrolled oscillations of the whole frames and may be accompanied with a blurring
effect. This affects the perceptual image quality and produces visual discomfort.

These instabilities can produce different types of degradation, such as abrupt motion, that may
occur when using hand-held devices, or high-frequency tremors, such as those due to particular
standing or moving postures maintained while filming the scene. This can cause important visual
discomfort [4, 5]. Lower-frequency motion, such as the up and down movements resulting from
walking while filming, can distract the viewer from the focus of the video [6]. Finally, for a camera
equipped with a rolling shutter sensor, fast camera movements can induce geometrical deformations
on the captured scene [7, 8]. Digital stabilization aims at creating a new video with the same visual
content but without these unintentional motion components.

Professional videos are captured using mechanical stabilizers such as tripods or dollies [9] to
enforce carefully planned camera movements in order to reduce such undesirable effects. There also
exist some hardware solutions such as electronic image stabilizers or gyroscope based technologies
that prevent video from blurriness and oscillations [10]. While these hardware solutions produce
satisfying results, they fail in some cases, are device dependent and are not widely available. As a
result, most amateur videos contain unintended camera movements [11]. In this context, the use of
software tools seems to be the most promising solution. The main reasons are the flexibility, the ease
of use and the possibility to update and adapt the software solutions to various environments and
applications. Furthermore, they offer the advantage of being applicable to older videos and could
be of great importance for cultural heritage video restoration applications [12]. This article focuses
on these software solutions, often referred to as Digital Video Stabilization (DVS). The developed
solutions aim at removing or at least reducing instabilities that mainly manifest themselves as
abnormal involuntary/voluntary camera movements. Digital video stabilization is useful in various
contexts. As the production and diffusion of video increases, the facilitation of high-quality amateur
videos becomes an important field for video-sharing platforms such as Youtube [9]. In professional
contexts, law enforcement agencies have increasingly access to videos taken on the spot as evidence.
Similarly, they increasingly make use of body cameras, which suffer from sever shakes whenever the
wearer is running [13]. Video surveillance cameras can also suffer from detrimental jitter, often due
to meteorological conditions [14]. Stabilizing such videos can make their exploitation much easier.
Other application domains that can benefit from this technology are the medical imaging such as video-guided surgery [15], or remote control of unmanned aerial vehicles [16]. Video stabilization also allows the separation of camera-induced motion and object-dependent motion. This can serve as a pre-processing step in many video analysis processes that use object motion, such as background substraction or visual tracking [14, 17].

While digital stabilization can use additional information from gyroscopes or accelerometers [4], or different viewpoints [18] to improve or facilitate the process, most methods only rely on the video sequence taken from a single camera. Early methods use simple 2-dimensional models such as translations or similarities to represent the camera motion and remove all perceived camera motion to obtain a video corresponding to a simulated video captured by a fixed virtual camera [19]. Motion filters and path-fitting techniques have since been introduced to take intentional camera motion into account, in order to simulate professional camera movements [2]. Similarly, more complex motion models, based on structure-from-motion methods, have been proposed. These computationally demanding solutions, relying on 3-dimensional models, become now attractive and practical thanks to the current high-performance computing (HPC) technologies [20]. However, computing depth from a video sequence remains a long and difficult process that fails in many situations, hence the enduring popularity of 2-dimensional models. Another type of models, that attempts to obtain visually-plausible rather than physically-accurate videos, has emerged more recently [21].

The intend of this paper is not to list all the existing VS methods and topics related to this field of research, but rather to offer a structured and detailed overview by focusing on the most
representative approaches developed during the last two decades. Highlighting some limitations on
the VS process itself as well as the lack of an accepted methodology for comparing the huge number
of developed techniques is another major goal of this contribution. In the following, we conduct
such overview by using an incremental approach based on the essential steps of any DVS method.
Following this approach, this article outlines and discusses the different components of DVS as well
as the methods for evaluating the stabilization results.

The main contributions of this paper are the following

• To provide a comprehensive and critical overview of VS methods;
• To discuss the current challenges in VS and Video Stabilization Quality Evaluation (VSQA);
• To open new perspectives in both VS and VSQA.

This article is organized as follows: Section 2 presents some basic notions of video stabilization
and the structure of this overview. Section 3 details the different components and approaches
used for video stabilization. Section 4 presents several aspects related to the performances of VS
methods, including an overview of video stabilization quality assessment (VSQA) methods. Finally,
Section 5 summarizes the challenges and perspectives of digital stabilization. Two summary tables
are displayed at the end of the manuscript: Table 1 describes the main chronological approaches for
VS along with their advantages and limitations, while Table 2 displays the main available datasets
for the evaluation of VS methods.

2. Basic notions on video stabilization

Video stabilization (Figure 1) aims at transforming a video \( I \) corrupted by involuntary camera
movements into a stabilized video \( \tilde{I} \), in which these movements are smoothed in order to produce
a coherent and continuous video stream with low visual discomfort and better display quality.
This operation is a complex process composed of many steps that could be roughly grouped into
two main blocks as illustrated in Figure 2. First, the original video \( I \) is analyzed through motion
estimation process. The aim of this first phase is to compute estimates of the camera movements
from the video. In a second phase, these estimated camera movements are corrected and smoothed,
as in attempt to remove their involuntary parts while preserving their voluntary parts. The video
is finally processed by using the softened camera movements, so as to generate the stabilized video signal \( \tilde{I} \).

As mentioned in Section 1, video stabilization has been a major field of research during the last two decades [22–24] due to the wide range of its potential applications [16, 25–28]. Many approaches have been introduced in the literature to solve this problem. Although based on these two general principles (analysis and correction), the methods have evolved by adding pre/post processing steps and using more precise models. In particular, the level of complexity in the video analysis step has increased across the years in order to refine the estimation of the camera motion. As a result, most of current state-of-the-art methods are composed of five to ten processing blocks that are conceived to adapt to the different situations encountered throughout the stabilization process. In this article, we provide a structured overview of the stabilization methods proposed in the literature, according to the chart-flow presented on Figure 2. To this end, we propose to decompose each of the two main stages of video stabilization into a series of functional blocks, that will be studied and described individually. Although all these blocks are not necessary present in all published methods, they constitute a convenient way to compare the different approaches according to the same analysis.
The first stage of video stabilization consists in analysing the whole observed video in order to
detect and identify the undesirable motion sources. The aim is then to estimate the camera motion
and discriminate it from all the motions in the acquired scene. In the following, we decompose
this analysis stage into three main successive steps: motion estimation, outliers removal and
camera motion modeling. First, the frames of the video are analyzed so as to understand all the
movements in the video: this is the motion estimation step. These movements might be due to
the camera or to moving objects/subjects in the scene. In order to only focus on the movements
that are in fact due to the camera, the second step consists in outlier removal or motion outlier
detection/removal. Based on general assumptions on the possible impacts of camera movements
on the video, this block discards all perceptually inconsistent movements that are be used in the
stabilization process. Finally, the last block is dedicated to the camera motion modeling from
the video. As will be seen in the next section, this can be done either by assuming a geometrical
model of the camera displacement (in this case the block outputs geometrical parameters of the
camera), or by using an empirical model which does not take the geometrical constraints into
account.

At the end of the first stage, camera motion estimates are available and can be used to process
the shaky video. The second stage of video stabilization consists in the processing of the video.
More specifically, the camera motion models output from the first stage goes through a correction
process so as to reconstruct a more visually pleasing video. In the following, we decompose this
processing stage into two main successive blocks: camera motion correction and video synthesis.
The first block performs a camera motion correction by applying a low-pass filter in order to
smooth the camera movements. Whether geometrical parameters of the camera are available or
not, the correction step aims at suppressing the involuntary camera movements and to compute a
new plausible camera motion. In this step, the strength of the stabilization can also be adjusted so
as to provide pleasing results for the viewer. Finally, the new camera movements are applied back
to the original disturbed video, within the video synthesis step. This final step reconstructs a
new video using the smoothed camera movements.
3. Comprehensive overview of video stabilization methods

We provide here step-by-step a comprehensive overview of the video stabilization pipeline by describing each of the different components in a sequential order. First, video analysis estimates movements present in the video (Section 3.1), selects those resulting from the motion of the camera (Section 3.2) and uses them to derive the original trajectory of the camera (Section 3.3). The video is then stabilized by modifying the estimated camera trajectory (Section 3.4) and re-synthesising the video (Section 3.5), by using this corrected trajectory so as to make it consistent with a simulated scene as captured by a virtual camera following this corrected trajectory.

The aim of the whole process is to transform a video sequence \( I \) containing unintentional camera movements into a stabilized sequence \( \tilde{I} \). In the following, let \( \mathbf{z}_t \triangleq [x_t, y_t, 1] \) be a pixel belonging to frame \( t \) and \( I_t(z_t) \) the luminance channel of the frame \( t \) at the pixel \( z_t \).

3.1. Motion estimation

The first step of any video stabilizer is to estimate the camera movements. Motion estimation aims to recover movements present in the video sequence. The camera motion parameters are then estimated by analyzing the spatio-temporal correspondence between consecutive frames. Pixels (or blocks of pixels) from the first frame are matched with the pixels (or blocks of pixels) in the following frame using a similarity measure or a distance metric. Several approaches have been introduced \([48–50]\) to solve this problem: some try to find a match for every pixel in the frame (Section 3.1.1),
others use blocks of pixels (Section 3.1.2) and finally, points of interest can be used to estimate the movements (Section 3.1.3).

3.1.1. Pixel-based matching

Pixel-based matching methods aim at determining the motion of pixels between two frames. Each pixel of the first frame corresponds to the projection of a 3D point in the observed scene onto the camera plane, and is matched with the pixel of the following frame corresponding to the projection of the same 3D point onto the new camera plane. To determine these correspondences, the luminance of any given object is assumed to be constant throughout two consecutive frames of the observed video sequence. However, this corresponds to an ill-posed problem as many pixels in a given pair of frames could have similar luminance. Therefore, to solve this problem additional constraints are needed to obtain a unique solution.

Early methods suppose that the movements are predominantly caused by the motion of the camera, which is modeled by a 2D transformation. Such methods, instead of computing the displacement for every pixel, search for the transformation model that gives the best fit of the overall displacement within the frame. The model parameters are easily estimated by minimizing the luminance difference between the two adjacent frames [29]. If $H_t$ denotes the transformation matrix between the frames $t$ and $t+1$, the optimum parameters minimize the differences $||I_t(H_t \mathbf{z}_t) - I_{t+1}(\mathbf{z}_{t+1})||^2$ for all pixels. Robust functions have also been used to make this approach more robust to outliers [30]. This approach saves time, but needs a pre-determined model and cannot be used with an outlier removal scheme. It is also sensitive to illumination changes.

Another approach is to determine the optical flow between adjacent frames. Optical flow consists in finding the displacement $(u_t, v_t)$ of each pixel $\mathbf{z}_t$ between two consecutive frames $I_t$ and $I_{t+1}$. These displacements are estimated thanks to several assumptions, such as local motion similarity [51] or piece-wise smoothness to the flow field [52]. The flow is often computed using the spatial and temporal gradients following an iterative scheme [53]. The main advantage of using optical flow is that it recovers a dense flow field, which is necessary for some stabilization methods [31] [32]. However, computing dense optical flow is computationally demanding. This can be partially alleviated by using other faster matching methods to compute an initial flow before running the iterative algorithm [33, 54]. Another option, which has been used in real-time applications [3], is to use sparse optical flow, which do not solve for motion in low-gradient areas. Liu et al. [31]
1.1 seconds per frame to compute the optical flow out of 1.5 seconds per frame for the whole stabilization algorithm. However, despite all these efforts, the main drawback of optical flow remains the computational load.

3.1.2. Block-matching

Instead of finding correspondences between pixels, block-matching methods use blocks of pixels and estimate their displacements between consecutive frames. The use of blocks allows to remove some ambiguities that may occur when matching individual pixels, by decreasing the chance of several matches being detected. Furthermore, by assuming that motion between two frames is limited, it is possible to consider only blocks of pixels within a certain distance from the block to be matched in order to avoid over-matching. To that end, block-matching approaches are based on search windows that constrain the plausible motions. Block-matching approach offers a flexible trade-off between complexity, computational efficiency and accuracy. However, it is limited by some drawbacks such as the aperture and correspondence problem. A lot of works has been done to overcome this kind of drawbacks [55, 56].

3.1.3. Feature-matching

Feature matching seeks to identify points in the scene that are easily recognizable. In this case, only the displacements of these points of interest are computed. By processing the entire video frame by frame, the positions of these points of interest can be tracked using the properties of the selected features, forming trajectories. One of the advantages of using this approach is that the same point can be tracked and recognized across many frames. In particular, the study of the trajectories can give a better insight on the movements present in the scene. Many features detection algorithms have been proposed in the literature. The Kanade–Lucas–Tomasi (KLT) feature tracker [57] has been used to track features across videos in several methods [8, 16, 20, 21, 37, 58]. A feature detection algorithm such as is used to initialize the position of tracked points. Harris corners operator is one of this kind of features detector used for this purpose [14]. These features are then tracked using optical flow technique. This is followed by a checking process to assess the accuracy of the tracking phase. The features’ trajectory is then ended when a track failure occurred. To this end, scale pyramids can be used to detect high-amplitude movements more easily [7].

SIFT points are also widely used [2, 39–42]. These features use descriptors based on the image gradient to obtain very specific descriptors that make matches very reliable. These descriptors
contain the orientation of the feature in order to be rotation-invariant, and detection is used at several image scales that help avoid problems caused by zooming, although it is slower than most alternatives. SURF points were designed on similar principles [59], but optimized for speed, making them a good alternative [43–45]. SIFT features have also been used in conjunction with line detection methods [38], as deformations caused by stabilization are particularly visible on lines. Other interesting features like Maximally Stable Extremal Regions (MSER) [46] or FAST corners using BRIEF descriptors [13, 47] have been successfully used.

Feature-matching provides accurate and fast results, and the obtained trajectories allow for additional temporal analysis in the remaining steps of the process, although scenes with large uniform regions can sometimes yield few features per frame. This is one of the limitations of this kind of feature-matching methods.

### 3.2. Outlier removal

It is worth noticing that while all movements observed in the video sequence are affected by the motion of the camera, only a fraction could be suitable to determine the effective camera motion. Indeed, the presence of moving objects in the filmed scene can be a source of errors, making the discrimination between the various motions (camera / objects) rather a difficult task. Errors can also occur while determining the movements in the video sequence. Finally, some movements may be too complex for a given motion model. Detecting and removing such movements is important to ensure accurate camera motion analysis. Therefore, several methods use a post-processing step to remove these outliers. Two main approaches can be used, that are either based on frame-to-frame analysis (Section 3.2.1) or on the whole video stream (Section 3.2.2).
3.2.1. Frame-to-frame analysis

Most outlier detectors consider two adjacent frames and label as outliers all the displacements that do not fit the general observed movement. This can be done by computing the fitting error between the estimated camera model and the individual movements in the video. If the majority of movements are caused solely by the camera motion, they are assumed to fit the camera motion model, and those deviating from the model are considered unreliable.

The most commonly used method is the RANSAC algorithm [63]. It is based on a motion model and from observed data it seeks to estimate the true motion model parameters. RANSAC randomly selects data to determine the model parameters and measures the distance between the expected positions and the observed positions, with a threshold determining whether a given point is considered inlier or outlier. The parameters resulting in the fewest outliers are then selected. Different variants on RANSAC have been used such as umLESAC [60] or ORSA [61]. These approaches have the advantage of estimating camera motion and detecting outliers at the same time. But, the estimation could be biased when the majority assumption is not satisfied for a single frame.

Assumptions on camera motion can also be used to determine outliers. Spurious movements can be removed by thresholding the flow field according to velocity [46], smoothness [31] or spatial constraints [9, 58].

3.2.2. Video stream analysis

Outlier detection can also take into account motion over more than two frames. This allows to analyze the evolution of motion vectors over time. However it requires tracking points over several frames. Trajectories recovered using feature point tracking is often used in this regard [64].

One criterion that can be exploited is the difference between expected and observed motion. In particular, the motion induced by the camera can be modeled as a projection onto a low rank subspace. Therefore, trajectories whose projections differ strongly from the original motion at any given time are considered erroneous and discarded [21]. A second criterion is related to the duration of the trajectory. Since moving objects often leave the frame quickly as they pass through the scene, longer trajectories are a priori more likely to belong to the static background of the scene [21]. Furthermore, small trajectories are more likely to be due to errors related to bad feature point tracking [8, 62]. The spatial distribution can also be exploited over a period of time. By using
clustering techniques, the scene can be divided into background/foreground, the moving objects are then removed by suppressing clusters with greater compacity [8].

3.3. Camera motion modeling

Once the outliers have been removed, the remaining movements are the result of the camera motion. They can therefore be used to model or approximate the camera motion. To that end, two strategies can be used. In most works, the modeling of the camera motion is based on geometrical models that describe the physical process of capturing a scene with a pinhole camera. Early works have proposed to use 2D models that approximate the effects of camera motion on the movements of pixels in the video (Section 3.3.1). By recovering the depth information and by using 3D models, it is also possible to derive the original 3D displacements of the camera (Section 3.3.2). Alternatively, another approach is to avoid geometrical models in order to obtain perceptually plausible models with visually acceptable corrections rather than physically accurate ones (Section 3.3.3).

3.3.1. 2D models

As such, the physical movement of the camera lies in a 3D space. However, the influence of the camera movements is only accessible through the frames of the video, i.e. a 2D space. This is why 2D models approaches do not attempt to recover the original 3D path of the camera but model its influence between two frames as a 2D transformation. More specifically, considering two successive
frames $I_t$ and $I_{t+1}$, and a pixel $z_t$ belonging to frame $t$, its coordinates $z_{t+1}$ in frame $t+1$ are given by

$$z_{t+1} = H_t z_t$$

(1)

where $H_t$ is a 2D-transformation matrix describing the motion between frames $t$ and $t + 1$. The general form of the $H_t$ matrix is expressed as follows,

$$H_t = \begin{pmatrix}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & 1
\end{pmatrix},$$

(2)

allows to consider several types of 2D transformations such as pure translation, pure rotation, similarity, affinity or homography. 2D approaches have been really popular for their simplicity of use and low computational cost [19]. They do not require the challenging task of depth estimation, and provide, in case of low parallax or small relative depth variations, a fast and robust way of determining camera movements [30, 78]. Moreover, the 2D assumption is often valid on a local temporal scale when the movements of the camera are not too large or too abrupt.

The simplest parametric planar transforms to be considered are the similarities (also referred to as simplified affine models) [19]. They are able to handle translations, scaling and rotation along the camera axis [34]. The estimation of the four parameters can be solved by linear Least Squares Method on a set of redundant equations [39, 79, 80], possibly combined with filtering/outlier removal [33, 44]. Histogram-based approaches have also proven to be effective in this context [76, 81]. Empirical studies have shown that, in videos acquired with hand-held cameras, most of the involuntary movements such as vibrations are considered significant in the plane perpendicular to the z-axis [78]. These results show that by considering only scale, z-axis rotation, and translations, it is possible to obtain an acceptable approximation [11]. Indeed, the impact of pitch and yaw rotations on the final image warping are often low for this kind of videos. Furthermore, due to its low number of parameters to be estimated, the similarity model constitutes a relevant solution for real-time applications [3]. The similarity model also presents the advantage of introducing very low deformations, which makes it robust to outliers and noise [77]. However, it cannot account for strong rotations outside the camera axis, which may limit its performances in the case of strongly degraded videos.
Slightly more complex with six parameters, the affinity (or generalized affine model) is the
most commonly used 2D model. The affinity model encompasses most of the advantages of the
similarity model, but additionally allows the possibility to consider also shear [6, 38, 40, 47]. The
parameters can be estimated with standard differential motion techniques [29], with more complex
cost functions [30] or through multi-scale [72] or hierarchical analysis [32, 73]. The major advantage
of using an affinity model lies in the fact that it naturally handles global motions, for which the
affinity parameters at every location are assumed to be the same [74]. The model can deal with
scenes containing small relative depth variations and zooming effects [41] and provides an acceptable
compromise between accuracy and computational cost [46]. However, being a 2D planar transform,
it cannot model non-linear inter-frame motion [9].

Finally, the most exhaustive 2D geometrical transform is the homography, which uses 8 param-
eters. While the interpretation of the coefficients is not as straightforward as for the similarity
or the affinity transform [2], they control rotations, translations, zooming and sheering in the x-
and y-axis [75]. Homographies have been widely used for image registration purpose [61], and
most authors use techniques developed in this context for the estimation of the eight parameters
[14, 16, 38]. Nevertheless, the homography model has the potential to cause severe deformations,
particularly in the presence of outliers [13].

Other 2D models include simpler models with 3 [35, 77, 82] or 4 parameters (2 rotations and 2
translations) [83]. So-called 2.5D models represent a compromise between 2D and 3D models, by
considering cases where 3D displacements can be simplified to avoid the need for depth parameter
(translations 1 axis (x, y or z)) [36].

3.3.2. 3D models

In contrast to 2D models, 3D models aim at recovering the actual original 3D displacement
of the camera, which is represented by a single point, according to the standard pinhole camera
assumption. Instead of only considering the influence of the camera motion in the 2D plane, the
3D models aim to provide an alternative framework that allow to represent realistic displacements
in all directions. It is worth to noticing that the motion estimation accuracy strongly depends on
the depth recovery step [62, 84]. Recovering depth consists in analyzing the 2D information on
the original video, in order to retrieve the original 3D content of the scene. This task, referred to
as structure-from-motion [20], often uses groups of 3 key-frames and estimates the parametric 3D
transformation that best fit the observed movement. In practice, the computation of the model may be subject to numerical instabilities, especially if the movement is not strong enough. To that end, it is common to use distant key frames, so as to capture sufficient motion information. However, if the motion contains no depth differences and/or no translations, numerical instabilities are inevitable. To handle this issue, some recent works propose to add geometrical constraints in the model (existence of planes [66], manifold constraints [65, 85]) to ensure good accuracy. The computation cost, which is often high, can be kept under control by focusing only on particular regions of interest [67, 86].

The main drawbacks of 3D models can also be addressed by building hybrid models that combine 2D models (which are efficient, easy to compute but imprecise) and 3D models (which are physically accurate but tricky to compute). To that end, some methods propose to consider only certain displacements in the 3D space. For instance, by considering only rotations, it is possible to drop the depth recovery task [4, 7]. This assumption appears to be valid for hand-held shakes but is violated in more complex scene context such as walking or driving. In the context of moving vehicles, plausible movements are limited to rotations and translation in the direction of the car displacement [87]. By using these constraints, it is possible to simplify the general 3D model by using ad-hoc methods less complex than structure-from-motion approaches [5].

3.3.3. Perceptual models

As seen in the previous subsections, several motion models have been proposed in the literature. Selecting the appropriate model can be tricky when no extra information is available on the camera movement, which is, unfortunately, often the case. Moreover, the models perform very differently depending on the scene and the camera motion, and choosing an inappropriate model can have severe repercussions on the stabilization results [21]. As a result, some recent methods prefer to avoid geometrical models and instead use models that provide visually plausible videos rather than physically accurate ones.

One way to distance from geometrical models is to relax the constraints of geometrical plausibility and use the 2D/3D models as ad-hoc local transformations. For instance, homographies are known to provide a good approximation of the camera motion in many situations, and mainly fail in the presence of parallax. In order to combine the robustness of this model and avoid the distortions caused by depth differences, the camera can be modeled by a mixture of homographies [71]. An
initial global homography is used to fit one frame onto the next, and localized homographies are charged with describing the residual motion from the global homography. This approach provides more flexibility while remaining robust, but does not correspond to a physical model.

Another way to avoid a specific model is to exploit a known property of camera movements: the movements resulting from the camera motion can be approximated over a small time window by a low rank subspace method [88]. By projecting the trajectories recovered from feature points into a low-rank subspace through matrix factorization techniques, it is possible to extract eigen-trajectories that model the dominant movements in the video [21]. The eigen-trajectories can then be smoothed like any other motion model parameters to derive the smoothed trajectories. A moving SVD-based factorization strategy is used to project the entire trajectory matrix into a 9-rank subspace. Tang et al.[89] use the same principle but with alternative factorization methods either based on a sparse representation strategy to improve the factorization, or using local projection rather than projecting all trajectories in the same subspace [69].

3.4. Camera motion correction

Once the camera motion has been modeled, new camera movements should be determined in order to improve the video synthesis quality. This begs the question: what types of camera motion should be used as input for the synthesis process? Since one of the most problematic aspects of camera motion is the high-frequency shakes, which cause considerable visual discomfort. One solution is to use filtering to remove such annoying distortions (Section 3.4.1). Another possibility is to look to cinematographic considerations for the type of motion used (Section 3.4.2).
3.4.1. Filtering

Temporal filters can be used to remove unwanted components of camera motion. Depending on the camera motion model, they can be applied to feature trajectories to derive the stabilized position of feature points, or to the camera motion parameters to obtain its stabilized position. In the latter case, parameters are generally treated separately. A very common filter is the Gaussian filter [7, 32, 41, 46, 66, 70, 73–75]. It suppresses the high-frequency motion that are the most detrimental to visual comfort. It also offers the possibility to adjust the level of stabilization by the width by tuning the Gaussian kernel. Another common solution is the Kalman filter [5, 16, 30, 33, 47]. It uses the observed motion to estimate the intentional motion and the unwanted motion to be corrected. Motion Vector Integration [34, 43] combines the current and previous frame-to-frame motion to determine a stable camera motion with the initial frame as reference. Finally other methods use second order filters [36, 45] with cut-off frequencies based on the considered applications.

3.4.2. Path-fitting

Determining objectively what could be considered as "good" path for the camera motion is rather difficult question to answer. Several criteria can be taken into consideration to address this issue. The most important criteria are motion regularity or smoothness and resolution loss. One approach is to fit a particular model to the camera motion, in particular polynomial models. Constant models simulate still shots, linear models simulate tracking shots, and quadratic models can simulate the transition from one to other. This has been combined with user-input to select desired motion type [84, 91]. However, these models do not hold for long video sequences. Therefore, the quadratic models can be replaced by spline interpolation, with control point chosen by the user [21]. To avoid user-input while handling longer sequences, fitting quadratic models over time-windows rather than the entire sequence and combining them with a Gaussian filter has also been proposed [41]. Another similar method is Re-cinematography [2], which automatically detects static segments in the camera motion and use tracking shots to link different static segments. To avoid sudden accelerations, quadratic motion is used at the junction between static and tracking segments in order to generate a smooth transition. Another approach is to use an energy minimization scheme to determine the new camera motion [8, 37, 71]. The regularity of the camera motion is represented by one or more energy terms depending on the desired camera motion. The loss of resolution is either used as a hard constraint on the smoothed camera path or as another energy term. Other
considerations are easy to implement as additional energy terms or constraints. The first term is often the deviation from the original path that is often combined with several order derivatives. L1 regularizations can be used to minimize the first derivative \([3, 8, 13, 31, 65, 68, 79]\), the second derivative \([8, 9, 90]\) or the third derivative \([9]\). L2 regularizations have also been used to minimize the second derivative \([44]\).

Additional constraints can be used to avoid distortion artifacts, with constraints on spatial rigidity \([37]\). Weights are typically used to balance the data and regularity terms, and can be adapted to preserve motion-discontinuity which, while visually distracting, would cause heavy resolution loss to recover during the rendering step \([71]\).

3.5. Video synthesis

Once the rectified camera path has been computed, a new video corresponding to this path is generated. This step depends on the choice of the camera model. Most geometrical models describe the original and corrected motion for each pixel, allowing for dense reconstruction where the all modifications applied are known (Section 3.5.1). However, some models only describe the motion, both original and rectified, for certain points. A sparse reconstruction is then used to spread known corrections to all pixels (Section 3.5.2). Two types of reconstruction, described in the following, are reported in the literature.

3.5.1. Dense reconstruction

In the case of dense reconstruction, the original and stabilized positions are either known or computed for every pixel in any given frame. This is the case for approaches using 2D or 3D geometrical motion models or for approaches based on dense optical flow.
Methods using transformation matrices aim at finding the transformations that map the original motion to the corrected one. In order to apply the smoothed transform back to the original video, it is necessary to define a reference frame on which all other frames will be aligned. In this case, one frame, usually the first, can serve as a global reference to the rest of the video. Compositional methods multiply the different transformations between the reference frame and the considered frame; while additive methods compute the cumulative parameters between the reference and the considered frame. Alternatively, in additive methods, each frame can serve as a local reference to compute its corresponding rectified motion. This allows to reduce the errors accumulation when estimating the motion parameters from distant frames [14]. The stabilized frame is then obtained by applying the transformation to each coordinate of the frame. In the case of 3D transformations that take translation into account, depth maps are recovered using structure-from-motion method (SFM) [20]. In the case of perceptual models using dense flow fields, the original optical flow is mapped to the stabilized optical flow.

3.5.2. Sparse reconstruction

Sparse reconstruction is needed when the motion correction is known for only certain pixels. It seeks to spread the corrections known at certain points to the rest of the image. It is necessary when using 3D models with a sparse depth map or using single-frame warping, as well as perceptual models that focus on stabilizing a select number of trajectories. Content-preserving warps (CPW) [84] spreads the correction from known pixels to the rest of the frame by applying a $4 \times 4$ grid over the video frame over the image, and using the known corrections to warp the grid, and the frame with it. The position of each pixel and feature point is expressed as a function of the enclosing quad vertices, so that changing the position of the vertices also alters the position of the enclosed pixels. New vertices positions are computed using an energy minimization method, with two components that control the trade-off between stabilization of the trajectories and the preservation of structures in the video. Once the new vertices are known, the corrected position of each pixel is obtained using the initially computed weights and the new vertices positions. This warping scheme is used in several stabilization methods [67, 71], and has served as the basis for other warping schemes. For instance, a tighter mesh (with each quad approximately 10x10 pixels) is used along with reliability weights for each feature points, to avoid the influence of outliers [37]. The similarity constraint is also changed to a homography constraint. Finally, Koh et al. [8] add a
regularity constraint based on the distance between the centers of adjacent quads, and change the structure constraint to maintain right angles for each quad.

4. Performances and evaluation

This section presents an overview of the performance aspects of video stabilization. First, we present the current situation in terms of performances. The second part is dedicated to the evaluation tools used for Video Stabilization Quality Assessment (VSQA).

4.1. Current performances of video stabilization methods

Despite the many published studies on VS algorithms, there is currently no consensus on which approach is the most effective in real applications. It is worth noticing that even recent methods do not clearly outperform the standard approaches developed in the early 2010s [37, 92–95]. Commercial solutions such as VirtualDub Deshaker, Google Youtube Stabilizer or Adobe After Effects, based on concepts introduced in the late 2000s/early 2010s, are still considered as valid and competitive state-of-the-art methods [96]. In particular, they offer the nice property to be more robust than several recent methods and thus achieve a good compromise between signal stabilization and degradation caused by uncontrollable side effect [97].

All recent methods can easily handle simple scenarios corresponding to low-complexity scenes where the movement amplitude is relatively low. In the context of crowd scene with several objects in movements, the performances decrease irrespective of the used stabilization method. For particular cases such as body-worn, vehicles or traffic camera, performances can be improved by adapting the models to the considered task [87].

Furthermore, to provide a general methodology and guidelines on how to assess the performance of VS methods in different scenarios and contexts remain rather a difficult task. Indeed, although significant effort has been spent over more than two decades to develop efficient VS methods, there is currently no well defined and accepted unifying framework for evaluation of the VS results. The first obstacle is linked to the difficulty of building ground truths for the stabilization task. Most VS methods conceived until 2018 where only tested either on synthetic data or real data without ground truths. Several evaluation databases have been introduced in the early literature are refined over the years [8, 9, 21, 58, 71, 84], but up to our knowledge the first significant database composed of pairs or stable/unstable videos was published in 2018 [96]. Since then, several large-scale databases
have been published [98, 99], but it a still a promising and poorly studied research topic. Table 2 displays the characteristics of the main databases published online.

### 4.2. Video Stabilization Quality Assessment

Video Stabilization Quality Assessment (VSQA) is the process of evaluating the performance of the VS algorithms in terms of perceptual quality or pleasantness. It could be performed using different methods and protocols based on some criteria and statistical analysis tools. It could be based on subjective evaluation or objective measurement. It is inherently a multi-criterion problem since the visual discomfort due to the camera motion, artifacts caused by the stabilization process such as resolution loss and distortions all contribute to the quality of the output video. All these artifacts and distortions are unfortunately not easy to handle in a mathematically tractable model.

To the best of our knowledge the work done by Balakirsky and Chellappa [100] was the first published study on performance evaluation of VS algorithms. In this pioneer study only three VS algorithms were evaluated using a limited set of objective criteria restricted to a dedicated tracking application. This work has been revised and augmented in [101]. Since these two pioneer works, a few studies have been reported in the literature [93, 96, 97, 102–106]. However, there is no satisfying methodology to evaluate the perceptual quality of the VS outputs in effective way through a well defined and acknowledged unifying framework. Probably for these reasons, although many video stabilization methods have been proposed, a little attention has been paid to video stabilization quality assessment. Despite the already mentioned few interesting studies, VSQA therefore appears as a hot and very challenging research topic. Most of the proposed objective measures for VSQA are based on some heuristics and intuitive approaches. In the literature, two main approaches have been used to assess the results of video stabilization methods. Very often the quality of the processed video is evaluated simply by visual inspection or with user studies on a panel of observers (Section 4.2.1). Objective metrics have also been introduced but are often limited to basic quantitative measures such as inter-frame PSNR-based metrics (Section 4.2.2) or other simple geometrical distortion measures [14, 42, 69].

#### 4.2.1. Subjective evaluation

The main objective of video stabilization is to improve the visual comfort of viewers, which is inherently a subjective goal. Indeed, the video stabilization quality is highly related to several aspects, such as the choice of the substituted/virtual camera path or the correction of rolling shutter,
that depend on psycho-visual criteria that are not completely understood. For these reasons, subjective evaluation is often preferred to objective metrics.

Despite the great importance of the quality aspect, as the video is supposed to be viewed by human observer, to the best of our knowledge, apart very few studies, most published work do not provide a throughout subjective evaluation of the VS outputs. The VSQA is very often neglected or left to the subjective evaluation of readers.

At the present there is no unified benchmark framework to carry out the formal comparison of the VS methods. This is mainly due to the complexity of the process by which the observers evaluate the outputs. To the best of our knowledge, only four comprehensive studies, where VSQA aspects are taken into account, have been reported in the literature [6, 8, 70, 71]. These studies are based on pairwise comparisons between different methods. Subjects are shown two juxtaposed videos and are asked to select the best one, according to some predefined criteria. For instance, in [8], users were instructed to neglect differences in aspect ratios, contrast or sharpness and to focus on deformations of scene structures, rolling shutter distortions, and wobbling or shaking.

In [6] the authors used four criteria: the stability of the video content, whether any distracting objects were present, the quality of the movements of the camera, and how much of the scene was removed by cropping. On the contrary, users in [71] were told to ignore differences in ratio or sharpness, which could be caused by the codec used in the algorithms. In Wang et al. approach [70] each participant was asked to give to each stabilization result a score between 0 and 100 without providing any analysis criterion or guideline. Interestingly, each of these protocols is different.

There is no consensus on the different steps of the process (rating system, presence of the original video, possibility to have no preference, etc.). In particular, instructions given to the users vary widely, which may have an impact on the outcome of the study since they were asked to focus on only a few aspects of video stabilization. Finally, all these studies aimed at demonstrating the efficiency of one algorithm over the state-of-the-art methods: there might therefore exist a bias in the experiment design that voluntary focused on the positive aspects of the proposed algorithm.

Besides the already mentioned limitations, user-studies are also time-consuming and difficult to set up. This is probably the main reason why very few studies were reported in the literature. However, there is still a need for subjective evaluation since it is the most reliable and complete way of assessing video stabilization quality [107].
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4.2.2. Objective evaluation

Several criteria have been used to design objective VSQA measurements. Some of the video stabilization components could be evaluated using objective metrics. For instance, the accuracy of the original camera path estimation can be evaluated when the ground truth or a priori knowledge on the original path are available. While ground truth is usually unavailable in real scenarios, it could be built for synthetic video sequences. The fitting error between the ground-truth position of features and those resulting from the estimated movements could be used as an objective evaluation of the camera motion estimation [8, 38, 69]. Using real videos taken so that the camera is in the same position at the start and end of the sequence, the differences in camera pitch can similarly measure the estimation accuracy [4].

Another criterion is to use peak signal to noise ratio (PSNR) or the structural similarity (SSIM) to measure dis-alignment between two successive frames. However, this is only reliable when the stabilization process removes or dampens the camera motion, and does not allow for intentional movements [13]. In addition, the PSNR is sensitive to illumination changes and moving objects, and is strongly influenced by contrast variation. The inter-frame transformation fidelity (ITF) which measures the average inter-frame PSNR [76, 78], has also been used. Closely related is the contrast-invariant error measure [7], which uses the normalized differences in colour over small patches. This normalization avoids capturing differences in uniform areas that are not sensitive to small camera shifts.

Measuring artifacts, resolution loss or other distortion for a fixed degree of stabilization is another possibility. For instance a distortion measure based on the eigenvalues of the correcting transformations was proposed in [71]. The use of the percentage of undefined area between the motion correction and cropping to measure resolution loss [14, 42, 69] is another alternative for quantifying the VS quality. Using those metrics implicitly introduce somewhat a bias in measuring the level of VS quality. Indeed, these metrics focus only on a single step of the stabilization process used to evaluate 2-d motion models and composition strategies [14]. Recently a no-reference VSQA metric has been proposed [97]. It is mainly based on the analysis of the intrinsic smoothness of the motion path modeled through a mathematical formalism based on a high-dimensional manifold of Lie group theory. The same authors pointed out the limitations of the proposed metrics. Indeed, all the considered metrics consider only one aspect of VS (optical flow, smoothness of motion, VS side effects, inter-frame similarity, etc) but do not consider any aspects on the whole appearance.
of the video as annoying level and global visual discomfort. Since these metrics focused on limited aspects of the VS pipeline they would be inevitably in favor of the method incorporating such aspects. The VS evaluation based on this kind of metrics would be then quite biased and useless. Furthermore, these quantitative measures do not exploit any a priori knowledge on the distortions nor well-defined model of the visual discomfort due to video instability. These measures only assess a small subsets of the features or characteristics of motion that are considered as the main origins of such annoying distortion.

5. Challenges and perspectives

As reported in this contribution, video stabilization has seen considerable progress in recent years. However, many challenges and open problems remain, in particular regarding the evaluation of the stabilization process.

5.1. Current challenges

Lack of evaluation framework. Despite several propositions, there is still no accepted metric to quantify the quality of video stabilization. Indeed, as far as we know there is no reference data-set to test different stabilization processes, as different scenes lead to very different challenging issues. This is particularly problematic, as video stabilization necessitates a trade-off between the removal of unwanted motion and the loss of resolution, video perceptual quality and other side-effects that may result from the different processing of the input signal. Without an effective objective measure, this trade-off needs to be fixed heuristically.

Running time and real-time configurations. Other difficulties involve the running time: videos can take a long time to process, and striving for real-time stabilization requires not only a computationally very efficient process but will also lack information about the future camera movements, complicating the computation of the stabilized camera path. Recent approaches have proposed to handle this issue by conceiving fast algorithms allowing to process up to 30 frames per second, hence allowing a quasi real-time processing [108, 109]. These algorithms are suitable for a use on smartphones, with a reduced latency down to 1 frame [99, 110], while still being purely based on software, i.e. digital video stabilization. Other popular solutions embedded on smartphones are related to Optical Image Stabilization hardware [111], which often require the use of additional sensors such as gyrometers, that allow for a precise and real-time stabilization [112] for both photos
and videos. We refer the readers to several interesting reviews on the topic [112, 113] for more information.

**Moving objects/subjects** Another challenging problem is the presence of moving objects. Moving objects often result in occlusions, which are challenging and can degrade the quality of motion detection. Their presence can also mislead the camera motion estimation, particularly large moving objects, which are frequently mistaken for the dominant camera movement. The detection of moving objects, while remaining difficult, has seen promising results by exploiting either motion discontinuities or the evolution of motion over time.

**Models and parameters** The choice of motion model is critical, as 3D models are computationally demanding and unstable, while 2D models are insufficient to model scenes containing strong parallax. Perceptual models meanwhile strive for a middle ground, but at the risk of deformations and physically-inaccurate results. While full 3D models remain unstable, 2D models have proven efficient for small degrees of stabilization or for scenes lacking parallax, while perceptual models have shown a wider range of stabilization without excessive loss of robustness.

5.2. The future of video stabilization: deep learning approaches and beyond

Like all other research topics VS could not escape the breaking wave raised by Deep Learning (DL) approaches. According to the authors of [99], StabNet method was the first online VS based learning approach published in the literature. Since then, several works have shown that the use of DL approaches seems to be a promising research direction for VS [94, 98, 99, 114]. In their pioneer work, Wang et al. [99] perform VS by using an encoder/multi-grid-regressor architecture that uses sequences of images as inputs. The loss function includes three terms, namely stability, time and shape-preserving constraint inspired from [84]. Similarly to classical DL methods, the stabilization process is fast, but the training of the network requires a large amount of annotated data. Xu et al. [114] build on these principles and use a transform-aware encoder/decoder structure with several networks instead of one. However, their method only output a global 2D affine model between two adjacent frames, which can be tricky for complex videos. In order to address these issues, two main directions have emerged in the literature and may constitute the future of DL-based VS. The first one is related to the difficulty of generating massive training data, that can be avoided by using unsupervised approaches. For instance, Yu et al. [95] learn the adequate 2D model through a CNN network, that is only used as a regression tool, thus removing the training step. However, this
CNN-optimizer based VS method is computationally very demanding as mentioned by the authors. Choi et al. [115] also propose an unsupervised approach, that focuses on the problem of image interpolation that is crucial in VS due to the cropping effect. They outperform standard non-DL approaches, especially according to the cropping ratio metric. However, the process may introduce blur in the stabilized videos. The second current direction for DL-based VS is to remove (or at least relax) the use of 2D model such as affine transforms of homographies. To that end, and similarly to what happened for classical VS, authors now attempt to replace the fixed models by perceptual motion models. Zhao et al. [94] introduce PWStableNet, to learn pixel-wise warping maps, which can be seen as a flexible model that generalizes homographies. This technique called PWStableNet has been proven more robust and computationally efficient than some representative state-of-the-art methods including DL-based approaches [99, 114] and other traditional techniques such as Adobe Premiere Video Stabilizer, but as all supervised DL techniques, their method is inherently dependent on the training database.

From this brief overview of CNN-based methods, our feeling is that the contribution of approaches that are directly or indirectly based on the current trend, i.e. deep learning, is undoubtedly promising and that it requires more hindsight and effort for better exploitation, and that it is not appropriate to rush to follow the DL wave without measuring its limits and strengths.

An important aspect that needs to be considered, and especially when considering DL approach, is the lack of a sufficient number of datasets dedicated to perceptive VS evaluation as is the case for classical image quality assessment. To the best of our knowledge only two datasets with the psychovisual test results are available [97, 98]. The other issue is related to the necessity of building efficient VSQA metrics, that could be used as loss functions in the DL optimization scheme. Current DL methods often distinguish three main aspects of VS: cropping ratio (remaining area after cropping away empty regions), distortion value (degree of distortion of stabilization results compared to original ones) and the stability score (smoothness of the stabilized videos). These three terms are often used as loss functions for the training of the networks and also for evaluation: it is therefore not surprising to see these metrics in favor of the authors’ method as they are very much related to the concepts and ideas of the proposed video stabilization schemes. However, none of these metrics actually reflect the perceptive aspects of VS.

We believe that the future of VS may rely on the fusion between machine learning approaches such as DL and the use of reviews and feedback from users. This is not only motivated by the
fact that we are witnessing a deep revolution in computer vision world, but we are convinced that
introducing the learning process in the VS pipeline would allow to take into account the human
perception and as a result yields to more efficient video stabilization solutions. For instance, rein-
forcement learning techniques could be useful in order to really base the stabilization methods on
subjective evaluation rather than geometrical criteria that do not take into account all perceptual
aspects of VS. We believe that the DL based approaches will increasingly emerge as a potential
solution for video stabilization in the coming years. Furthermore, we believe that DL based ap-
proaches could be better improved by incorporating perceptual approaches for visual information
processing [116] and particularly perceptual models of motion perception and analysis [117, 118].
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<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Motion estimation</th>
<th>Outlier detection</th>
<th>Motion model</th>
<th>Motion correction</th>
<th>Video synthesis</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>Morimoto et al. [19]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>static</td>
<td>dense</td>
<td>fast</td>
<td>very simple model</td>
</tr>
<tr>
<td>1997</td>
<td>Farid et al. [29]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>path-fitting</td>
<td>dense</td>
<td>fast</td>
<td>does not handle parallax</td>
</tr>
<tr>
<td>1998</td>
<td>Kingsbury et al. [119]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>filtering</td>
<td>dense</td>
<td>interpolated frames</td>
<td>no outlier rejection, does not handle parallax</td>
</tr>
<tr>
<td>2003</td>
<td>Litvin et al. [30]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>filtering</td>
<td>dense</td>
<td>reduces/eliminates</td>
<td>does not handle parallax</td>
</tr>
<tr>
<td>2005</td>
<td>Matsushita et al. [32]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>filtering</td>
<td>dense</td>
<td>avoids resolution loss</td>
<td>does not handle parallax, bad with moving objects</td>
</tr>
<tr>
<td>2006</td>
<td>Wang et al. [99]</td>
<td>block-matching</td>
<td>none</td>
<td>2D</td>
<td>perceptual</td>
<td>dense</td>
<td>fast (real time)</td>
<td>does not handle parallax</td>
</tr>
<tr>
<td>2007</td>
<td>Gleicher et al. [2]</td>
<td>features-based (SIFT)</td>
<td>frame-to-frame</td>
<td>2D</td>
<td>filtering</td>
<td>dense</td>
<td>fast, simple model</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>Chen et al. [40]</td>
<td>frame-to-frame</td>
<td>2D</td>
<td>filtering</td>
<td>dense</td>
<td>fast, good video dynamics</td>
<td>low feature count/moving object causes problems</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>Liu et al. [84]</td>
<td>frame-to-frame</td>
<td>3D</td>
<td>path-fitting</td>
<td>sparse</td>
<td>handles parallax</td>
<td>SFM not robust</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Grundmann et al. [9]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>path-fitting</td>
<td>dense</td>
<td>full motion model</td>
<td>SFM slow and not robust</td>
</tr>
<tr>
<td>2012</td>
<td>Goldstein et al. [58]</td>
<td>feature-based (KLT)</td>
<td>frame-to-frame</td>
<td>2D</td>
<td>perceptual</td>
<td>dense</td>
<td>avoids SFM problems</td>
<td>model not always valid</td>
</tr>
<tr>
<td>2013</td>
<td>Liu et al. [71]</td>
<td>other</td>
<td>2D</td>
<td>path-fitting</td>
<td>dose</td>
<td>robust and more precise than regular 2D</td>
<td>motion blur, large moving objects</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>Wang et al. [115]</td>
<td>frame-to-frame</td>
<td>perceptual</td>
<td>path-fitting</td>
<td>sparse</td>
<td>parallax without SFM</td>
<td>needs long trajectories, bad with foreground objects</td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>Liu et al. [21]</td>
<td>features-based (KLT)</td>
<td>video stream</td>
<td>3D</td>
<td>path-fitting</td>
<td>dense</td>
<td>handles abrupt motion</td>
<td>does not handle parallax</td>
</tr>
<tr>
<td>2016</td>
<td>You et al. [12]</td>
<td>pixel-based</td>
<td>video stream</td>
<td>perceptual</td>
<td>path-fitting</td>
<td>dense</td>
<td>handles parallax well</td>
<td>slow, dominant foreground</td>
</tr>
<tr>
<td>2017</td>
<td>Wang et al. [99]</td>
<td>none</td>
<td>none</td>
<td>perceptual</td>
<td>CNN (learning)</td>
<td>dense</td>
<td>fast computation</td>
<td>necessity of annotated data for training</td>
</tr>
<tr>
<td>2018</td>
<td>Sanchez et al. [121]</td>
<td>pixel-based</td>
<td>frame-to-frame</td>
<td>2D</td>
<td>filtering</td>
<td>dense</td>
<td>good motion composition strategy</td>
<td>remains in 2D models</td>
</tr>
<tr>
<td>2019</td>
<td>Yu et al. [95]</td>
<td>pixel-based</td>
<td>video stream</td>
<td>perceptual</td>
<td>path-fitting</td>
<td>dense</td>
<td>no need for annotated data</td>
<td>computation time</td>
</tr>
<tr>
<td>2020</td>
<td>Choi et al. [115]</td>
<td>pixel-based</td>
<td>none</td>
<td>2D</td>
<td>CNN (learning)</td>
<td>dense</td>
<td>no need for annotated data</td>
<td>may introduce blur</td>
</tr>
<tr>
<td>2020</td>
<td>Zhao et al. [94]</td>
<td>pixel-based</td>
<td>none</td>
<td>perceptual</td>
<td>CNN (learning)</td>
<td>dense</td>
<td>flexible model that generalizes homographies</td>
<td>dependant on the training database</td>
</tr>
</tbody>
</table>

Table 1: Summary of the main approaches for video stabilization.
<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Link</th>
<th>Number of videos</th>
<th>Categories</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>Liu et al. [84]</td>
<td>web.cecs.pdx.edu/~fliu/project/3dstab.htm</td>
<td>32 (5)</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>2011</td>
<td>Grundmann et al. [9]</td>
<td>cc.gatech.edu/cpl/projects/vedostabilization/</td>
<td>N/A</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>2011</td>
<td>Liu et al. [21]</td>
<td>web.cecs.pdx.edu/~fliu/project/subspace_stabilization/index.htm</td>
<td>169 (9)</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>2012</td>
<td>Goldstein et al. [58]</td>
<td>cse.huji.ac.il/~raananf/projects/stab/videos/</td>
<td>42 (42)</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>2013</td>
<td>Liu et al. [71]</td>
<td>liushuaicheng.org/EIDGRAPH2013/database.html</td>
<td>174 (174)</td>
<td>simple, quick rotation, zooming, large parallax, driving, crowd, running</td>
<td>no</td>
</tr>
<tr>
<td>2015</td>
<td>Koh et al. [8]</td>
<td>mcl.korea.ac.kr/stabilization/</td>
<td>162 (162)</td>
<td>simple, rolling shutter, depth, crowd, driving, running, object</td>
<td>no</td>
</tr>
<tr>
<td>2018</td>
<td>Yu et al. [122]</td>
<td>cseweb.ucsd.edu/~viscomp/projects/ECV18VideoStab/</td>
<td>33 (33)</td>
<td>selfie</td>
<td>no</td>
</tr>
<tr>
<td>2018</td>
<td>Zhang et al. [96]</td>
<td>zhangleibit.github.io/download/stabfr/dataset.html</td>
<td>45 (45)</td>
<td>walking, climbing, running, riding, driving, large parallax, crowd, near-range object, dark</td>
<td>yes</td>
</tr>
<tr>
<td>2019</td>
<td>Ito et al. [98]</td>
<td>github.com/mairito/DVS_</td>
<td>421 (421)</td>
<td>simple, blurry, high motion, dark, textureless, parallax, discontinuous depth, crowd, close object</td>
<td>yes</td>
</tr>
<tr>
<td>2019</td>
<td>Wang et al. [99]</td>
<td>github.com/cxjyxzme/deep-online-video-stabilization-deploy</td>
<td>60 (60)</td>
<td>N/A</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 2: Summary of the main available databases for video stabilization. We display the number of videos reported in the original paper and the number of videos available online (in brackets).