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Abstract

The performance of video surveillance systems with network cameras depends on their
accuracy in people re-identification. Body occlusion, crowded background, and variations
in scene illumination and pose are challenging issues in people re-identification. In this
paper, a technique is proposed to improve the performance of re-identification approaches
using (a) a pre-processing step; and (b) a proposed weighing mechanism. In this
approach, first, the input image is segmented into the person’s body, background, and
possible carried objects. Then, considering the image’s segments, the occluded parts of
the body are retrieved using their neighboring pixels. The processed image is transformed
into the log chromatically color space which is robust to scene illumination changes.
Using the transformed images along with descriptors which are robust to appearance
changes such as Gaussian of Gaussian (GOG) and Hierarchical Gaussian Descriptor
(HGD) can improve performance of the descriptors. In this paper, the GOG and HGD are
used in a weighed form to represent the pre-processed images considering the importance
of each segment of the images in people re-identification. The proposed re-identification
system is evaluated using VIPeR and PRID450s datasets, where it respectively achieves
61.9% and 83.4% rank-1 matching rates. Experimental results show that our proposed
approach outperforms other existing approaches in people re-identification.
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Multimedia Tools and Applications

1 Introduction

Human behavior is often analyzed in public and private places using video surveillance
systems. The current trend is to move more towards intelligent systems, taking into
account both acquisition conditions and complex scenarios by using artificial intelli-
gence. These systems involve multiple cameras with overlapping or non-overlapping
fields of view [7]. One of the first difficult problems to solve in video surveillance is
the detection and estimation of the position of objects of visual interest in the scenes
filmed by the camera(s) with non-overlapping fields of view [51, 50]. Another equally
important aspect that is the subject of this paper is the person re-identification (Re-I1d).
The accuracy of Re-Id directly affects the performance of video surveillance system.
Re-Id systems assign the same label to the images of the same person in different
camera views by analyzing their appearance. However, the appearance may change
across cameras and threaten the accuracy of re-identification systems. There are chal-
lenging issues for people tracking using multi-camera network, including variations in
scene illumination, changes of the background, pose variations, the absence of a
previously carried object, and occlusion. Hence, it is important to improve the perfor-
mance of re-identification systems considering the issue of appearance changes.

The above-mentioned issues are depicted in Fig. 1 using a number of data samples
from the VIPeR dataset [10]. A person at two different camera views is shown in each
column of the figure. In these samples the background of the same person changes in
the field of view of different cameras. Also, variations in person’s pose across different
cameras cause appearance changes as some parts of the person’s body are occluded via
carried objects. Besides, in Samples 7 to 9 variations in scene illumination affect the
appearance characteristics.

Many approaches have been introduced in literature to boost performance of re-
identification systems against the challenging issues mentioned earlier. These ap-
proaches can mainly be grouped into two categories. In the first category, the ap-
proaches do not consider the dramatic effects of body occlusion and crowded

Sample 1 Sample 2 | Sample3 | Sample4 | Sample5 | Sample 6 Samle 7 | Sample 8 | Sample 9

i

Camera (a)

Camera (b)

Fig. 1 Data samples from the VIPeR dataset representing the appearance changes in different cameras’ view.
Each column represents a person in two different camera views
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background on the extracted characteristics. Some of these approaches attempt to
improve the performance of re-identification systems using the discriminative appear-
ance features extracted from deep learning-based methods [16, 24, 39, 44], while other
approaches consider challenging issues such as appearance changes caused by varia-
tions in viewpoint, pose, and scene illumination [5, 11, 21, 25, 26, 31, 35, 43, 46, 47],
different cameras conditions [29, 30], inconsistency of data distributions across camera
views [45], as well as the issue of the lack of labeled training samples in person re-
identification [15, 18, 48]. In the second category, the approaches stabilize re-
identification systems against the issues of partial occlusion [14, 27, 49] and crowded
background [36, 40]. These approaches do not consider both of the mentioned issues
simultaneously in feature extraction.

Despite the importance of the issues discussed above (specially the issue of occlusion due
to carried objects) in people re-identification, they were not implicitly considered in the
existing approaches. Hence, in this paper a people re-identification approach is proposed using
descriptors robust to appearance changes. In this approach, the input image is semantically
segmented into three parts: the person’s body, background and possible carried objects. Then,
occluded parts of the person’s body caused by the carried object are retrieved using a pre-
processing step. We name this pre-processing step as unification process, since occluded parts
of the body are unified with the color of their neighboring pixels. Also, the log chromatically
color space [8] is used in order to stabilize the hand-crafted descriptors against variations in
scene illumination. The proposed approach has two contributions to person re-identification as
follows:

a) A part-based weighing mechanism is proposed, where the low-level features are extracted
from each segment of the pre-processed image proportional to their importance in person
re-identification. It will be addressed that the three segments may not have the same
importance in re-identification.

b) Two commonly used descriptors i.e., Gaussian of Gaussian (GOG) [25] and Hierarchical
Gaussian Descriptor (HGD) [26] are boosted against appearance changes caused by
carried objects, crowded background, and also, scene illumination changes using unifi-
cation process, weighing mechanism and also, the log chromatically color space
respectively.

Also, experimental results demonstrate that our proposed approach outperforms the other
existing approaches in people re-identification.

The rest of this paper is structured as follows: Some existing re-identification methods are
reviewed briefly in Section 2. In Section 3, the proposed re-identification approach is
introduced. Finally, the experimental results and conclusion are presented in Sections 4 and
5 respectively.

2 Related works

As mentioned above, the existing re-identification approaches are mainly grouped into
two categories: the approaches that do not consider the dramatic effects of body
occlusion and crowded background in feature extraction [5, 11, 15, 16, 18, 21,
24-26, 29-31, 35, 39, 43-48], and those approaches that stabilize re-identification

@ Springer



Multimedia Tools and Applications

systems against the issues of partial occlusion and crowded background [14, 27, 36,
40, 49]. In this section, some of these re-identification approaches are reviewed
briefly.

Some of the re-identification approaches use the Convolutional Neural Networks
(CNNs) to extract discriminative appearance characteristics for people re-identification.
In [24], a CNN is fine-tuned for improving the discriminative ability of appearance
features extracted from the CNN. In [44], a multi-stage Region of Interest (ROI)
pooling approach is used to guide the feature learning process in a CNN and further,
to extract features from regions of person’s body. In this method, the extracted features
from each region are pooled out individually at different steps. Also, a tree-structured
fusion network is used to fuse the learned features in a competitive manner. In [16], a
parallel spatio-temporal attention model is proposed for extracting both the spatial and
temporal characteristics simultaneously from the CNNs without losing space informa-
tion. For learning discriminative characteristics from different body parts, a Part Loss
Networks (PL-Net) module was proposed in [39], where the part loss and global
classification loss are minimized simultaneously. In this module, first, a number of
body parts are generated considering person part loss. Then, for each generated part,
the classification loss is optimized individually. Many re-identification approaches try
to face the issue of appearance changes caused by variations in viewpoint, pose, and
scene illumination [5, 11, 21, 25, 26, 31, 35, 43, 46, 47]. A Graph Correspondence
Transfer (GCT) method was proposed in [46] to deal with the issues of viewpoint and
pose variation. In this approach, first, a patch-wise graph matching mechanism is used
for learning a set of patch-wise correspondence templates from positive image pairs
with various pose-pair configurations. Then, some training pairs with the most similar
pose-pair configurations are selected as references for each pair of test images. The
correspondences of the references are further transferred to the test pair to determine
the similarity between images. Also, for improving the correspondence transfer used in
[46], a pose context descriptor based on the topology structure of the estimated joint
locations [4], is used in [47]. Also, to handle the issue of occlusion and pose variations,
in [5], the HSV and Scale Invariant Local Ternary Pattern (SILTP) [20] features are
extracted in the local form by dividing the images into sub-regions in horizontal and
vertical directions. A Local Maximal Occurrence representation approach namely
LOMO is proposed in [21]. In this approach, first, the images are divided into a
number of overlapping windows. Then, two scales of SILTP [20] histograms, and an
8 x 8 x 8-bin joint HSV histogram are extracted from each window for representing
the local structure of the images. In [43], the color, shape, and texture of the input
image are extracted in a weighed form. In this approach, a weight map is obtained
using the Markov chain approach [12], where the weight of each pixel of the input
image is computed considering its adjacent pixels. In [25, 26], first, the input image is
divided into seven overlapping horizontal regions. Meanwhile, each region is consid-
ered as a number of overlapping windows. Further, a Gaussian distribution is computed
for each window, using some low-level features of the window such as magnitudes of
the pixel intensity gradient in different orientations, and the color values in R, G, and B
components. In [25, 26], the obtained Gaussian distributions are mapped into the linear
tangent spaces, as the Gaussian distributions are non-linear spaces and the Euclidean
operations cannot be directly applied on these spaces. The mapped Gaussian distribu-
tion of the windows are further used for computing the Gaussian distribution of the
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corresponding region. Also, the Gaussian distributions of the regions are mapped into
the tangent spaces. The mapped Gaussian distributions of the regions are concatenated
for representing the input image. In [52], based on the color of person body and carried
objects, a re-ranking approach is proposed to improve the performance of GOG and
HGD approaches. In this approach, using DeepLabv3+ [53], the images are semanti-
cally segmented into person’s body, background, and carried objects. Then, the colors
of person body and carried objects are categorized using the color categorization
approach proposed in [54]. Finally, the most frequent colors of the body and carried
objects are used to reordering the ranked results obtained from GOG and HGD
approaches. The similar feature extraction manner used in [25, 26], namely a Multi-
Level Gaussian Descriptor (MLGD), is proposed in [35]. In this approach, using some
different color and texture information for depicting each pixel of the images, such as
color moment values of RGB components and Schmid filter responses, makes this
descriptor a little different from [25, 26]. In the re-identification approach proposed in
[31], the extracted features from LOMO descriptor and also, the extracted features from
CNN are combined to improve the performance of people re-identification systems. In
[11], a density-adaptive smooth kernel re-ranking approach is proposed, where a
smooth kernel function is applied to formulate the relation between data samples, using
a density-adaptive parameter. This approach uses LOMO and GOG descriptors to
represent images. In [29], for dealing with the issue of appearance changes caused by
different camera conditions, the Kernel Cross-View Collaborative Representation based
Classification (Kernel X-CRC) approach is proposed, where images are represented via
cross-view discriminative information. In this approach, GOG descriptor is used for
extracting images’ appearance characteristics. Then, the extracted characteristics are
mapped into the learned subspaces. Meanwhile, for computing the similarity between
the images, the mapped features are further passed through the Kernel X-CRC. Also, a
nonlinear regression model, namely Kernel Multiblock Partial Least Squares (Kernel
MBPLS) was proposed in [30], for mapping data samples into a low-dimensional
subspace considering multiple sources of data. Similar to [29], for re-identifying
people, the extracted characteristics from GOG are mapped into the learned subspaces
and are then used as the input of the Kernel X-CRC. A similarity learning approach
was proposed in [45] for boosting re-identification systems against the issue of data
distributions inconsistency between camera views. In this approach, by considering
people re-identification as a consistent iterative multi-view joint transfer learning
optimal problem, the optimal problem is solved using the Inexact Augmented Lagrange
Multiplier (IALM) algorithm [37]. In order to improve the performance of re-
identification systems, the issue associated with the lack of labeled training samples
is considered in [15, 18, 48]. In [48], a body symmetry and part-locality-guided Direct
Nonparametric Deep Feature Enhancement (DNDFE) module is proposed to handle the
issue of the lack of training samples used in deep feature learning approaches. The
DNDFE module involves two nonparametric layers including: the body symmetry
average pooling and local normalization layers. This module is embedded between
the deep feature learning and similarity learning modules. Also, in [18] a semi-
supervised co-metric learning approach is proposed, where a discriminative
Mahalanobis-like distance matrix is learned using a few annotated training samples.
In this approach, first, both the hand-crafted features, i.e. salient color names-based
color descriptor (SCNCD) [38], and the features extracted from Siamese convolutional
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neural network [3] are used to represent single-view person images. Meanwhile, a
binary-weight learning approach is further used to decompose single-view person
features into pseudo binary views. The decomposed features are used for learning
metric models. Also, the metric models are jointly updated using both the pseudo-
labels and references for obtaining discriminative metrics. Besides, a View-Specific
Semi-supervised Subspace Learning (VS-SSL) approach is proposed in [15] in order to
learn specific projections for each camera view from a limited number of annotated
training samples. Similar to [18, 48], this approach attempts to reduce the number of
labeled training samples in person re-identification.

Meanwhile, the issue of partial occlusion in people re-identification is considered in some
researches based on deep learning such as [14, 49]. In [14, 49], a number of occluded sample
images are generated from original sample images by adding sliding windows to the person’s
body. Then, in order to train a re-identification model boosted against the occluded regions,
both the original sample images and occluded images are used to train ResNet-50 [13]. Also,
in the feature extraction approach proposed in [27], the attention maps guide the feature
extractor model to ignore occluded regions, where the attention maps are generated using the
extracted human landmarks. Wang et al. tried to handle the issue of occlusion in re-
identification [36], where a framework is provided to learn high-order relation and topology
information. In this approach, a CNN and a key-points estimation model are used in order to
extract semantic local features. Then, an Adaptive Direction Graph Convolutional (ADGC)
layer is introduced considering the local features as nodes of a graph in order to pass relation
information between nodes. In this approach, aligning two groups of local features from two
images is considered as a graph matching problem. Hence, in [36] topology information is
jointly learnt and embedded into local features using a Cross-Graph Embedded Alignment
(CGEA) layer. Besides, in [40], a Semantic aware Occlusion-Robust Network (SORN) is
proposed in order to face the issue of occlusion in person re-identification. SORN involves
three branches including: a local branch, a global branch, and a semantic branch. The local
branch is used to extract part-based features from images. In the global branch, a Spatial-Patch
Contrastive loss (SPC) is used for extracting occlusion-robust global features. Meanwhile, the
non-occluded parts of the body are obtained using the semantic branch. In this approach, both

| Segment the image into three parts of person’s body, carried object and the background

v

| Retrieve occluded parts of the body caused by carried objects |

|

| Compute weight map of the input image |

!

| Extract appearance characteristics in a weighed form |

Fig. 2 The main steps of the proposed approach applied on each image
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the local features extracted from the non-occluded parts and the global features extracted from
the whole image are used for matching between images.

In [34] the issue of crowded background in person re-identification, is considered in
terms of the background bias issue. This approach attempts to stabilize re-identification
systems against background variations by proposing a deep neural network based on
human parsing for learning more discriminative features from foreground regions. In
this approach, the background and foreground regions are separated using a human
parsing approach. Then, the network is forced to focus on informative regions of the
input image using the separated regions. Besides, a patch selection approach based on
parsing and saliency detection is proposed in [22], for eliminating the patches corre-
sponding to the background. This approach first uses Deep Decompositional Network
(DNN) to semantically segment images. Then, both the sliding window and color
matching approaches are used to eliminate the background patches from the segmented
images. In this approach, appropriate patches are selected from the remaining patches
using saliency detection approach. Also, some hand-crafted features such as Pyramid
Histogram of Oriented Gradients (PHOG [42]), HSV and Scale Invariant Feature
Transform (SIFT [2]) features are further extracted from the selected patches. Then,
the local extracted features are combined with the global feature extracted using
LOMO. In [41], a Relation-Aware Global Attention (RGA) module is proposed to
learn discriminative features from human body regions, where the structural information
(i.e., clustering-like information) is found by investigating the global scope relations.
RGA models the pairwise relations between feature vectors. The relations are consid-
ered as a vector, where it depicts the global structural information. The appearance
features and the global scope relations are further used for determining the importance
of features from a global view.

The above-mentioned approaches do not consider both the issues of crowded background
and the issue of occluded regions caused by carried objects. Also, to reduce the dramatic
effects of carried objects on visual characteristics, the existing approaches do not attempt to
retrieve and simulate the body occlusion. Hence, in this paper we propose a people re-
identification approach which is robust to appearance changes caused by carried objects,
crowded background, and also, illumination variations. To achieve this goal, a unification
pre-processing step and a weighing mechanism are proposed. Using the proposed approach
along with a color space which is independent of illumination changes, improves the perfor-
mance of two commonly used hand-crafted descriptors i.e., GOG and HGD.

3 Proposed method

As mentioned before, carried objects may occlude some parts of person’s body and change the
person’s appearance. Hence, they disrupt the distinctive characteristics of the appearance. To
deal with this issue, in our proposed re-identification approach, the input image is manually
segmented into three parts of person’s body, carried object and the background. The segment-
ed image involves three values as 1, 0.5, and 0 for representing body, carried objects, and the
background respectively. Considering the segmented image, a pre-processing step namely
unification process is used for retrieving occluded parts of the body caused by carried objects.
In addition to the unification process, a weighing mechanism is proposed in this paper to
indicate the significance of each segment in re-identification. Appropriate features are
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extracted from each of the three segments, and they are incorporated for the re-identification
depending to their significance value in the weighing mechanism. Figure 2 represents the main
steps of the proposed approach applied on each image of the gallery and probe sets:

In Sub-sections 3.1 and 3.2, the details of the unification process and the weighing
mechanism are described respectively. Also, in Sub-section 3.3, we show how the pre-
processing step and the weighing mechanism are used for re-identification.

3.1 Pre-processing step

In pre-processing step, pixels of person’s body occluded by carried objects are retrieved
considering the colors of their neighboring pixels. Assuming that the input image matrix (/)
and its segmented image i.e., (/;) involve m rows and n columns, the following steps are taken
to obtain the retrieved image (/,), i.e., output of the unification process:

Dr=1L1L=1

2) Put row r of the matrix (/) and its corresponding I, into vectors X and Y respectively as follows:
X =I1tr.), j=123..m
Y(§) = L(r,)), j=1273..,n

3) If vector Y contains both the carried object label (i.e., 0.5) and the person’s body label (i.e., 1), then:

3-1) Put the values of vector X which are related to the person’s body into vector U with the size
of 1 X T, where T is the number of the body pixels in vector X:

Y(H=1-U00) =X, j=123,..,nandi=1,2,3,..,T;
3-2) Compute the number of the carried object pixels in vector X:
counter = 0;
Y(j) = 0.5 - counter = counter + 1, j=123,..,n
3-3) If counter > T, then:
U = upsample(U),
where, the size of vector U is 1 X counter, and T = counter;
else U = U;

3-4) In row 7 of I, substitute the pixels’ values of the carried object with the pixels in vector U:
YG)=05->1L,0,)=0@0, j=123,..,nandi=1,2,3,..,T;

4)r =7+ 1;ifr < m, then go to Step (2);

5) Finish.

Note that in the unification process, if the carried object mask in row 7 has no horizontal
neighbor, the above-mentioned steps will be applied on the columns of the image (/) and its
corresponding /.

A number of data samples from the VIPeR dataset along with their corresponding manually
segmented image (/;) and results of the unification process (/,) are respectively shown in rows
1 to 3 of Fig. 3. In this figure, each column refers to a data sample. As shown in this figure, the
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Sample 1 | Sample 2 | Sample3 | Sample4 | Sample S | Sample 6 | Sample 7 ¢8 | Sample 9 | Sample 10

St e

Data samples

Manually segmented
mask (I5)

L

-
|
-

s
¥

Unified samples (I,)

7,‘ |

L

Fig. 3 Data samples from the VIPeR database, their corresponding segmented image /g, the unified samples, and
the proposed weight map (W)

Weight maps (W)

masking effect of the carried object is reduced from the appearance using the unification
process. Indeed, the occluded pixels of the body are properly simulated by substituting them
with their neighboring pixels.

3.2 Weighing mechanism

In the proposed re-identification approach, a weight map W with the same size as the input
image is employed considering the segmented image /. Pixels’ values in the weight map are in
the interval (0-1], representing significance of the corresponding pixel in the re-identification.
The person’s appearance involves the most important characteristics for re-identification.
Hence, the maximum value in the interval (0-1], i.e., 1, is assigned to those pixels of W
which are related to the person’s body. However, the retrieved regions may not be accurate, as
the unification process approximately simulates the occluded parts of the body using their
neighboring pixels. Hence, the retrieved parts should not have the same importance as other
parts of the body in re-identification. Meanwhile, the carried objects that do not occlude the
body, can be used as an auxiliary characteristic for re-identification, where the carried object is
obvious in at least a few of the cameras’ view. But we should consider the dramatic effects of
the absence of a previously carried objects on the extracted characteristics. Besides,
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background pixels which are closer to the person’s body should be more important than the
other ones.

Considering the above-mentioned points, in our re-identification technique, assuming that the
person’s body is located in the center of the image, we consider retrieved parts of the person’s
body, carried objects, and background with less importance compared to actual pixels associated
with the person’s body, where the closer pixels to the center of the image have more importance
than the other ones. To achieve this goal, first, we compute a distance matrix (D) with the same
size as the input image, where each pixel of this matrix denotes the Euclidian distance of the
corresponding pixel in the image from the center of the image. Assuming that segment S is one of
the corresponding segments, (i.e., retrieved regions, carried object, and background) of the image
and it contains K pixels, the distance matrix (D) for this segment is computed as follows:

j>k = ‘ycenter _yk| (1)
xk = |xcenrer - xk| (2)
Dy = V21 + % (3)

where, Veepser and Xeenrer are the y and x coordinates of the central pixel in the image
respectively; y; and x; respectively denote the y and x coordinates of pixel & in segment S;
Dy, is the Euclidian distance of the corresponding pixel (i.e., pixel k).

Also, the values of D are normalized, with M as its maximum value, in the interval (0, 1] as
follow:

D
Dk:Mkvk:1727377K (4)

Using D and the manually segmented map, we assign (1 — D) to those pixels of W which are
related to segment S.

The fourth row in Fig. 3 shows the weight maps (i.e., W) of the corresponding data samples
from the VIPeR dataset. As can be seen in this figure, the proposed weighing mechanism
assigns lower values to pixels of the regions which are far from middle of the image.

3.3 Unification process and weighing mechanism in re-identification

As mentioned earlier, the appearance changes leads to miss the person during the tracking task.
Hence, it is necessary to use descriptors which are robust to appearance changes due to
illumination changes in re-identification. In our proposed people re-identification approach,
the characteristics of the unified images are extracted using robust and discriminant descriptors
i.e., the GOG [25] and HGD [26]. Also, our proposed weighing mechanism and the log
chromatically color space are used to improve the performance of these descriptors.

In GOG and HGD, first, the input image is divided into seven overlapping horizontal
regions. The regions are also divided into a number of overlapping windows. Then each pixel
of the windows is represented as follow [25, 26]:

Fy = [viDye: Doy s Digor s Dygge s Xgs X3 x8) (5)

where, F, is a feature vector which is used to represent each pixel ¢ in the window. In this
feature vector, v represents the pixel location in the vertical direction in the image, Dy, Doy
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,Dig0°, Dy7e are the magnitudes of the pixel intensity gradient in four different orientations,
and xg, x¢, and xp respectively denote the color values in R, G, and B channels.

In our proposed re-identification approach, each value of the weight map (W) is used to tune
the effect of its corresponding raw extracted features, i.e., F}, as follow, where W; is the weight
of the pixel #

F, =W, x F, (6)

In GOG and HGD, for each window Q with n pixels, a Gaussian distribution is computed
using the low-level features (i.e., F;) of its pixels as follow [25, 26]:

exp(— 2 ({ ~ 10) ¥5* (1 - o))

L
(em)=|Zql

N({0po, o) = (7)

where f'is the corresponding raw features (i.e., f = {F|, F2, ...F,,}) and pp and Xy
respectively denote the mean and covariance matrix of the feature vectors associated
with window Q. Also, d is the size of the feature vector and |.| denotes the
determinant operator.

As the Gaussian distribution is nonlinear, the Euclidean operations cannot be directly
applied on this distribution. Hence, in GOG and HGD, the Gaussian distributions of the
windows are mapped into the linear tangent space using a Riemannian manifold which is a
Symmetric Positive Definite (SPD) matrix [19, 33]. However, in HGD some feature normal-
ization approaches are used to decrease the bias of SPD matrix descriptors. In GOG and HGD,
following the work in [23] the space of d-dimensional multivariate Gaussians is embedded into
the space of (d + 1)-dimensional SPD matrices, using the mean vector and covariance matrix
of each window Q as follow:

Po = |Zo| ™

S0+ oty Ho
r (8)
0 1

Then, the SPD matrix Py in Eq. (8) is mapped to the tangent space using matrix logarithm as
follow:

Vo = vec(log (PQ) )

T
= [ﬁg(u)a V21 2y V2P0t a1 Po.ay V2Pows) 7?Q(d+l.d+l)} 9)
L (d43d) . .
where V, denotes a vector with ~——=+1 elements and log(.) is the matrix
logarithm operator. As log(Pp) is a symmetric matrix, using the vec(.) operator in
Eq. (9), the upper triangular part of the mapped matrix (i.e., log(Pp)) is obtained as a
vector. Note that in this equation, Do) denotes the element (g, ) of log(Pp) matrix.
Meanwhile, in [25, 26], the Gaussian distribution of each region are then computed
using the mapped Gaussian distribution of its corresponding windows. Similar to the
windows, the Gaussian distribution of each region is then mapped into a linear
tangent space.
Assuming that each region G is finally described using a vector zg, for each input image, the
output of the GOG and HGD descriptors is obtained by concatenating the z; associated with
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each of its seven regions as follow [25, 26]:

T
T T T T T T T
Zree = [ng,de,Zga,ZgA,ng,Zg/Zg, :| (10)

For each input image, four different feature vectors are computed by substituting the
RGB information (i.e., xz, xg, and xp) used in Eq. (5) with the components of LAB,
HSV, and nRGB color spaces. Assuming that the extracted feature vectors using
RGB, LAB, HSV, and nRGB, are respectively named as Zzgp, Ziap, Zusyv> and Z,rGs,
the input image is represented by concatenating Zpgs, Ziag, Zusy, and Z,pgp as follow
[25, 26]:

T
ZFusion = [ZgGBaZ{AB7Z;1SV’Z;RGB ] (11)

Note that according to [8, 9, 17], the variations in scene illumination can be modeled using a
linear transformation namely diagonal model as follow:

Rz x 0 0 Rl
G| =10y 0| x |G (12)
B, 0 0 z B

where, Ry, G,, and B, are the RGB values in illumination condition 2, which are computed
using multiplication of a diagonal matrix by RGB values in illumination condition 1 (i.e.,
Ry, Gy, and B)). Indeed, the x, y, and z values of the diagonal matrix simply apply the
transformation. Considering the diagonal model for scene illumination changes, one of the
color spaces which can be used to stabilize the hand-crafted descriptors against the variations
in scene illumination, is log chromatically color space [1]. This color space is obtained from
RGB color space as follows:

L, =1 R
r=In()

B
£, = In(p)

According to [1, 17], the log chromatically color space is robust to variations in scene

illumination as follow:
xR X
12 =1 <—>=L1+1 (—)
e TG

B2 =] (ZB)—L1+1 (Z)
) T

where, 11, £}, 1.2, and L} are the log chromatically components in illumination conditions 1
and 2 respectively. According to Egs. (15) and (16), mapping illumination changes using
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diagonal model, only causes a shift in the coordinates, and the pixels’ values of log chromat-
ically color space are independent from scene illumination changes.

Considering the mentioned points about log chromatically color space, we apply this color
space on GOG and HGD for improving the performance of these descriptors. To achieve this
goal, we substitute the RGB information (i.e., xz, x5, and x) used in Eq. (5) with the
components of log chromatically color space. Assuming that the extracted feature vector using
this color space is named as Z; ¢, the input image is represented by concatenating Zrp, Z45,
Zusvs Znrca, and Zy ¢ as follow:

T
ZFusian = [chBaZZAB7Z[CSV7Z;RGB’ZZC ] (17)

In [25, 26] the extracted feature vectors, i.e., Zg,,, are passed throughout a distance metric
learning approach proposed in [21], namely XQDA distance metric, to learn a discriminant
low dimensional subspace. Assuming N images in the probe set and M images in the gallery
set, the output of XQDA is a score matrix S, in the size of N x M. Each element of the score
matrix denotes the distance between the corresponding images in probe and gallery sets.
Finally, by sorting each row of the score matrix, gallery images are ranked proportional to their
distance to the corresponding probe image.

4 Experimental results

In this section we use the Rank-k measure for evaluating the performance of re-identification
approaches. In this measure, £ determines the number of top matches with the correct answer
[6]. Hence, for £ = 1, Rank-£ is the strictest measure, whereas for k > 1, this measure permits
some error [28].

In this paper, Rank-k (k = 1, 5, 10, 20) is used for comparing the results of our proposed re-
identification approach on the VIPeR [10] and PRID450s [32] datasets with the reported
results in the existing re-identification approaches. More details about the obtained results on
VIPeR and PRID450s will be discussed in Sub-sections 4.1 to 4.3.

4.1 Experimental results on viper

The VIPeR dataset involves 1264 images of 632 persons, captured in two different camera
views. This dataset contains one image from a person in each camera view. Hence, the
performance of our proposed approach is evaluated on VIPeR with single-shot matching.
This dataset is a challenging dataset as it contains the low-resolution images with pose,
orientation and scene illumination changes. Most of the images in VIPeR suffer from crowded
backgrounds and occluded body parts by carried objects.

In Table 1, the reported results from the classic GOG [25] and HGD [26] methods on
VIPeR, as well as, the obtained results using our proposed re-identification approach applied
on GOG (i.e., EGOG) and HGD (i.e., EHGD) methods are shown. The obtained results using
the proposed approach in this table are respectively obtained using:

(I) only the unification process (i.e., Ul),
(II) unification process along with the weight map (i.e., Ul + W), and.
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Table 1 Performance of our proposed approach and the methods proposed in [25, 26] on VIPeR

Re-identification approach

Rank Classic GOG EGOG using: Classic HGD EHGD using:
Ul UI+W Ul+W+log _chrom Ul UI+W Ul+W+log _chrom
1% 497 534 594 619 50.0 548 615 618
5% 797 82.7 860  86.2 79.5 832 86.7  86.7
10% 88.7 903 920 927 88.9 904 925 928
20% 94.5 955 965 974 94.6 959 966  96.8

(IIT)  unification process, weight map, and log chromatically color space (Ul + W + log
chrom).

Note that, 10 different training and test sets of data samples were used for training and
testing the XQDA distance metric used in GOG and HGD. Hence, the average of the obtained
accuracy using the test sets were reported in Table 1.

As shown in Table 1, applying the unification process, weighing mechanism, and also, the
log chromatically color space on GOG and HGD improves the performance of the descriptors
on VIPeR dataset. The GOG and HGD descriptors extract appearance characteristics in a local
form considering some raw features such as: pixels location in the vertical direction, the
magnitudes of the pixels intensity gradient in four different orientations, and the color values in
RGB, LAB, HSV, and nRGB color spaces. The mentioned raw features respectively stabilize
the GOG and HGD descriptors against variations in pose, orientation, and scene illumination.
But GOG and HGD do not consider the dramatic effects of crowded backgrounds and
occluded body parts by carried objects on the extracted characteristics. To deal with these
issues, in our proposed approach we try to improve the performance of GOG and HGD
descriptors using unification process, weighing mechanism, and the log chromatically color
space. Indeed, in the proposed approach, retrieving occluded parts of the body by carried
objects, weighing each region of the image proportional to their importance, and also, using
the log chromatically color space, make GOG and HGD descriptors robust against crowded
backgrounds, occluded body parts, as well as scene illumination changes.

4.2 Experimental results on PRID450S

The PRID450s dataset involves 900 images of 450 persons, captured in two different camera
views. Similar to VIPeR, this dataset contains one image from a person in each camera view.
Hence, we evaluate the performance of our proposed approach on PRID450s with single-shot
matching. Compared with VIPeR dataset, the images of PRID450s have simpler backgrounds.
Also, PRID450s contains fewer images with occluded body parts in comparison with VIPeR.

The reported results from the classic GOG and HGD methods on PRID450s, as well as, the
obtained results using our proposed re-identification approach applied on GOG (i.e., EGOG)
and HGD (i.e., EHGD) methods are shown in Table 2. In this table, similar to Table 1, the
obtained results using the proposed approach are respectively obtained using:

(I) only the unification process (i.e., Ul),

@ Springer



Multimedia Tools and Applications

Table 2 Performance of our proposed approach and the methods proposed in [25, 26] on PRID450s

Re-identification approach

Rank Classic GOG EGOG using: Classic HGD EHGD using:
Ul UI+W Ul+W+log chrom Ul UI+W Ul+W+log chrom
1% 68.0 683 804 809 70.4 70.7 829 834
5% 887 88.6 948 949 91.2 90.1 956 952
10% 944 9.1 976 976 94.8 951 977 978
20% 97.6 972 99.1 99.3 97.6 97.7 988  99.0

(I) unification process along with the weight map (i.e., Ul + W), and.
(IIT)  unification process, weight map, and log chromatically color space (Ul + W + log
chrom).

Also, for training and testing the XQDA distance metric on PRID450s dataset, 10 different
training and test sets of data samples were used. Hence, as in Table 1, the average of the
obtained accuracy using the test sets were reported in Table 2.

As it is shown in Table 2, the performance of GOG and HGD on PRID450s dataset is
improved by applying the unification process, weighing mechanism, and also, the log chro-
matically color space on these descriptors.

Note that, applying the unification process on VIPeR dataset induces better results com-
paring with PRID450s dataset, as the images in PRID450s dataset involves less body
occlusion than the images of VIPeR dataset.

Also, images of PRID450s mostly involve carried objects that do not occlude the person’s
body and, also, the persons’ appearance are mostly similar. In this situation, these kind of
carried objects can be used as an auxiliary characteristic for re-identification. Hence, applying
weighing mechanism induces more improvement to the accuracy of people re-identification on
PRID450s dataset comparing with VIPeR dataset. The mentioned points are illustrated in
Fig. 4 using a number of data samples from the PRID450s dataset, where, each column refers
to a data sample. In these samples, the bodies’ characteristics are mainly similar to each other
and also, the objects do not occlude the person’s body. Hence, the characteristics of the carried
objects should be used to distinguish between the persons.

Besides, the VIPeR dataset suffers from illumination changes more than PRID450s dataset.
Hence, using log chromatically color for stabilizing descriptors against illumination changes,
mainly causes more improvement on VIPeR dataset comparing with PRID450s.

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6 Sample 7 Sample 8

Fig. 4 Data samples from the PRID450s dataset
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Table 3 Performance of our proposed approach and the some of the existing people re-identification approaches

Approaches Ranks on VIPeR Ranks on PRID450s

1% 5% 10% 20% 1% 5% 10% 20%

Matsukawa et al. [24], (2016) 521 796 892 950 715 906 947 975
Leng [18], (2018) 329 603 73 - 382 671 760 -
Vishwakarma et al. [35], 2018) 475 - 879 937 624 - 93.5 969
Tian et al. [34], (2018) 519 744 848 902 - - - -
Zhou et al. [46], (2018) 494 776 872 940 584 776 843 898
Zhou et al. [47], (2019) 535 813 8901 947 709 891 935 965
Ren et al. [31], (2019) 421 640 734 - 60.6 828 908 -
Chu et al. [5], (2019) 490 741 844 931 - = - =
Prates et al. [11], (2019) 5.6 805 895 952 713 917 960  98.1
Yao et al. [39], (2019) 566 826 899 - - - - -
Prates et al. [30] (2019) 512 799 899 - 681 907 950 -
Zhu et al. [48], (2020) 553 - 905 953 - - - -
Jia et al. [15] (2020) 439 722 809 878 682 902 949  98.0
Guo et al. [11] (2020) 559 - 9.9 969 753 - 974 99.0
Liu et al. [22] (2020) 568 - 920 973 725 - 964  98.7
Zhao et al. [45] (2020) 563 830 900 958 721 - 946 -~
EGOG 619 862 927 974 809 949 976 993
EHGD 618 867 928 9.8 84 956 978 990

4.3 Comparison with existing re-identification approaches

In this Sub-section, the performance of the proposed approach is compared with some of the
existing re-identification approaches introduced in [5, 11, 15, 18, 22, 24, 29-31, 34, 35, 39,
45-48]. Hence, the best results obtained using our proposed re-identification approach are
compared in Table 3 with the best results reported in other existing people re-identification
approaches on VIPeR and PRID450s datasets. In this table, the bolded results denote the first
(the under lined number) and the second most accurate results in each rank respectively.

As shown in Table 3, the proposed re-identification approach is more accurate in all ranks
on VIPeR and PRID450s datasets, comparing with the existing re-identification approaches.
Note that, the compared approaches do not consider both the issues of crowded backgrounds
and the occluded regions caused by carried objects. Meanwhile, the existing approaches do not
attempt to retrieve the body occlusion to reduce the dramatic effects of carried objects on
visual characteristics.

Note that, the approaches introduced in [5, 11, 15, 22, 29, 30, 35, 45-47] use hand-
crafted features for person re-identification. These approaches mainly focus on appearance
changes caused by viewpoint, pose variations, and different camera conditions. In [46], a
patch-wise graph matching mechanism is used to deal with the issues of viewpoint and
pose variation. Zhou et al. used a pose context descriptor based on the topology structure
of the estimated joint locations to handle the issues of viewpoint and pose variation [47].
To handle the issue of occlusion and pose variations, Chu et al. applied the HSV and
SILTP features in the local form [5]. Also, some re-identification approaches are based on
GOG and HGD descriptors [11, 29, 30, 35]. Hence, similar to GOG and HGD, these
approaches are robust against some issues such as variations in pose, orientation, and
scene illumination. In [35], MLGD descriptor is introduced with the similar feature
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extraction manner used in GOG and HGD. Using color moment values of RGB compo-
nents and Schmid filter responses, makes MLGD a little different from GOG and HGD.
For representing images, the LOMO, GOG, and HGD descriptors are used in [11], where,
a density-adaptive smooth kernel re-ranking approach is proposed to formulate the relation
between data samples. Meanwhile, the GOG descriptor is used in [29], where, Kernel X-
CRC approach is introduced to map the features extracted form GOG into the learned
subspaces. Using Kernel X-CRC approach, the images are represented via cross-view
discriminative information in order to handle the issue of appearance changes caused by
different camera conditions. Also, based on GOG descriptor, a nonlinear regression model,
i.e., Kernel MBPLS is introduced in [30]. Kernel MBPLS maps the extracted features into
a low-dimensional subspace considering multiple sources of data. The mapped features are
then used as the input of the Kernel X-CRC.

In [45], in order to stabilize re-identification systems against the issue of data distributions
inconsistency between camera views, people re-identification is considered as a consistent
iterative multi-view joint transfer learning optimal problem. Also, the lack of labeled training
samples issue is focused in [15, 18, 48]. The VS-SSL approach introduced in [15] tries to learn
specific projections for each camera view using limited number of annotated training samples.
In [48], the DNDFE module is proposed, where, two nonparametric layers (i.e., the body
symmetry average pooling and local normalization layers) are embedded between the deep
feature learning and similarity learning modules. Leng tries to learn a discriminative
Mahalanobis-like distance matrix using a few annotated training samples [18]. In this ap-
proach, for representing single-view images, the salient color name, and the features extracted
from Siamese convolutional neural network are used. These features are then decomposed into
pseudo binary views in order to use in learning metric models. Meanwhile, in [24, 31, 39],
CNNs are applied to only extract discriminative appearance characteristics for people re-
identification.

Also, the issue of crowded backgrounds is addressed in [22, 34]. Tian et al. used a human
parsing approach for separating the background and foreground regions [34]. Then, a deep
neural network is forced to focus on informative regions of the input image using the separated
regions. Besides, for eliminating the patches corresponding to the background, Liu et al. used
DNN in order to semantically segment images. Then, the background patches are eliminated
from the segmented images using the sliding window and color matching approaches. Also, a
saliency detection approach is used to select salient patches from the remaining patches.
Finally, some hand-crafted features such as PHOG, HSV and SIFT are extracted from the
selected patches. Meanwhile, the extracted features are then combined with the global feature
extracted using LOMO.

Despite the efforts of the above-mentioned approaches to improve the performance of re-
identification systems, these approaches do not address both the issues of crowded back-
grounds and occlusion caused by carried objects in people re-identification. Note that, in our
proposed re-identification approach, robust and discriminant descriptors i.e., the GOG and
HGD are used in a weighed form to extract characteristics of the unified images. Indeed, in
proposed approach, GOG and HGD descriptors are stabilized against the issues of occlusion,
crowded background, and illumination changes, using unification process, weighing mecha-
nism, and the log chromatically color space respectively. Hence, the performance of re-
identification approaches [11, 29, 30, 35], which are based on the GOG and HGD, can be
improved using our proposed EGOG and EHGD descriptors.
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Also, despite using the hand-crafted features in our approach, the accuracy of the proposed
re-identification approach is higher than all the comparing approaches especially deep
learning-based approaches proposed in [18, 24, 31, 34, 39, 48]. It means that embedding the
proposed unification process, weighing mechanism, and log chromatically color space in the
deep feature learning modules can improve the performance of these people re-identification
approaches.

Assuming that the input image involves m rows and n columns, and the processing
overhead of the operations used in Steps (1) to (5) of the unification process is constant as
O(1), the processing overhead of the proposed unification process in re-identification systems
is O(n + m). Besides, assume that segment S is one of the retrieved regions, carried object, and
background of the image and it contains K pixels. Meanwhile, the overhead of the operations
used in Egs. (1) to (4) is constant as O(1), the overhead of the proposed weighing mechanism
in re-identification systems is O(K). Also, the overhead of using the log chromatically color
space in re-identification approaches, directly depends on the algorithm used in each approach.
Consequently, applying our proposed unification process and also, the weighing mechanism
on existing re-identification approaches imposes a little overhead in these approaches.

Note that, the accuracy of both the unification process and the proposed weighing mech-
anism depends on the accuracy of segmentation approach used for extracting person’s body,
carried objects, and background. Besides, resolution of the images used in re-identification
systems is mainly low. Also, the existing semantic segmentation approaches cannot segment
these images with an appropriate accuracy. Hence, in this paper we use the manually
segmented images of the VIPeR and PRID450s datasets. For making our proposed re-
identification approach more applicable on other datasets, a semantic segmentation approach
can be introduced in future works to automatically segment the low-resolution images with a
high accuracy.

5 Conclusion

The performance of video surveillance systems directly depends on the accuracy of people re-
identification. People re-identification approaches face challenges such as variations in per-
son’s appearance across the cameras network caused by body occlusion, crowded background,
and variations in scene illumination and pose. Despite the destructive effects of appearance
changes on the performance of re-identification systems, many existing re-identification
approaches do not consider this issue. To deal with person’s appearance changes caused by
body occlusion, crowded background, and variations in scene illumination and pose, in this
paper a pre-processing step namely unification process, a proposed weighing mechanism, and
also, a color space robust to scene illumination changes (i.e., log chromatically color space) are
used along with the commonly used descriptors namely GOG and HGD. Experimental results
show the superiority of the proposed re-identification approach compared to other existing
methods in people re-identification.
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