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1. Introduction

Actually, National Archives and libraries provide important efforts to digitize their large amount of books, articles and other historical manuscripts. In consequence, several virtual libraries, sharing a large number of digitized books in many languages and topics such as “Wikisource”, have appeared recently.

Archiving historical document images requires a huge capacity of storage. Indeed, the noise and distortions affecting the historical manuscripts contribute to increase the entropy which explicitly attains the compression efficiency. However, so far, due to the important amount of artifacts on which many ancient documents are suffering, existing image compression technologies fail to provide acceptable performances when facing historical document images. It is demonstrated that commonly used compression standards, such as JPEG, show their limit when applied on scanned document images [1,2]. The solution could be in applying a robust enhancement algorithm to reduce those artifacts before performing the compression process. However, we demonstrate in this study that applying consecutively a document image enhancement algorithm followed by a compression standard affects considerably the readability of the document if one tries to reach aggressive compression bitrates.

A Mixed Raster Content (MRC) (ITU-T T.44) based standards such as DjVu [2,3] seem to be more effective when facing document images; nevertheless they do not perform on degraded historical documents as well as on natural documents regarding to some specificities characterizing historical documents as we will show throughout this study. MRC standard defined in [4] is the cornerstone of the most effective compression approaches specialized in document image. Roughly speaking, MRC strategy focuses on keeping the full structural information (text) while compressing massively outwards. Thus, the MRC strategy consists in preserving the text while reducing the compression rate in the rest of the document. MRC mode-one is the most used MRC approach. It is based on the separation of the document image into foreground, background, and mask layers. The latter is a binary image containing the text or/and drawing estimated from the document image. The foreground layer contains the color of the text or/and drawing present in the mask layer, while the background layer includes all

The aim of this work is to propose a novel historical document compression scheme judiciously combined with a novel automatic enhancement scheme, both based on PDE-Analysis applied in an innovative way, to face this challenging issue without affecting the look and feel of the historical document image. Throughout experiment, the proposal is fairly evaluated on overall DIBCO datasets and some historical documents collected from the web by means of objective measures and perceptual judgment against the most used enhancement algorithms, the most robust compression standards such as JPEG-XR and the most used sequential compression-enhancement combinations techniques to proof the robustness of the proposed collaborative approach against classic sequential approaches.
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pictures present in the document. Then, with the aim to the preserve the structural information, a lossless or a high bitrate encoding is performed to compress the mask layer, while the background and the foreground layer are both compressed with a low bitrate.

One of the most used MRC commercial standards, which is based on a statistical analysis (HMM), is DjVu [2] (The whole Wikisource document images are compressed using DjVu technology). Within DjVu, the foreground and the background images are compressed at low resolution through a wavelet based algorithm, called I4W4, where the binary mask layer is compressed with JB2, a variation of JBIC2 algorithm [3]. Unfortunately, while DjVu is the best document image compression algorithm [6], the embedded segmentation algorithm (HMM-based) in this standard does not seems to be suitable for historical document images. Fig. 1 illustrates results obtained when applying DjVu encoder on both natural and handwritten document images.

PDE-based approaches have also encouraged the image compression field [7,8]. Within these approaches, authors generally try to preserve only a well chosen subset of the image such as structural edges, then retrieve missing pixels by PDE-based interpolation technique. Compression using edge information and homogenous diffusion seems to be efficient on cartoon images [8]. However, to our best knowledge, such compression techniques have never been applied on natural images or historical document images even if the latter present a great potential of structural information.

Indeed, historical document images present particular structural information and may suffer from many artifacts and degradations such as noise, bleed-through or ink smudges. By definition, document image enhancement consists of removing those degradation marks (e.g. artifact, noise) without affecting the original aspect of the document, so as preserving the look and the feel of the processed document image. Many methods have been proposed in the literature [9–11] and a good survey of such approaches can be found in [12].

Natural image enhancement could be the solution to reduce the artifacts on which the historical document images suffer from. Indeed, the natural image enhancement is a well investigated field and still a subject of ongoing research [13]. For example, recently, Gu et al. have proposed an effective approach [14], based on a histogram modification framework, which improves automatically the contrast of salient information in the image. However, the historical document images present particular structural information comparing to natural images since they suffer from singular kinds of degradations such as the bleed-through which is, often, hardly distinguishable from the foreground edges. In consequence, performing an image enhancement approach increases the readability alteration since the useful information and the bleed-through contrast are improved simultaneously. This underlines the importance to develop particular enhancement/restoration techniques dedicated to document images.

Within the state-of-the-art, document image quality enhancement is categorized into two distinct types, namely, double-side and single-side approaches. Double-side approaches deal with this task where considering that both the front and the reverse-side of the historical document could be available. Whereas, since the back-side face is rarely available, the single-side (also called blind) restoration problem is in consequence more investigated in the literature [9,15,16].

Among blind techniques, one can cite: Statistical-based methods, color-based [11] or PDE-based methods [9,15]. Due to their ability to preserve the aspect of the processed document, PDE-based approaches are considered as the most effective solutions for document image enhancement. The basic idea of PDE-based approaches is to consider the image as a physical medium where a controlled diffusion takes place. The diffusion process is then expressed through an iterative scheme starting from the initial state corresponding to the original degraded image. PDE-based image enhancement approaches could be categorized into three distinct segments, namely “linear”, “nonlinear isotropic” and “nonlinear anisotropic” approaches.

Linear diffusion was originally used to describe heat diffusion process through a differential equation. Roughly speaking, linear diffusion techniques consist of applying local operators uniformly to the degraded image, which corresponds to an isotropic smoothing process. However, linear filtering operators fail to discriminate the salient features from noise. Therefore, they tend to remove noise while smoothing edges. This drawback has motivated Perona and Malik to develop the first nonlinear anisotropic process in their pioneer work in [17]. To avoid warping edges, Perona and Malik have proposed to weight the diffusion process by the gradient based conductance function so as to adapt the diffusion to the local activity of the signal. The diffusion is allowed inside uniform region and stopped across edges. However, to perform such discrimination, a threshold value of the conductance needs to be defined to separate edges from the noise. The whole process is then governed by the following equations:

\[
\begin{align*}
\n\n\textbf{u}_t &= d \nabla (c(\|\nabla (\textbf{u})\|) \nabla (\textbf{u})) \\
\textbf{u}_0 &= \textbf{u}_{\text{noisy}}
\end{align*}
\]

\[
V : \text{divergence operator, } V (\textbf{u}) = \left[ \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y} \right]^T
\]

where \( u_t \) is the output image at iteration \( t \), \( u_0 \) is the original degraded image and:

\[
\begin{align*}
\n\n\frac{c(\|\nabla (\textbf{u})\|)}{1 + \alpha \|\nabla (\textbf{u})\|^2} & \quad \text{or} \\
\n\exp \left( -c(\|\nabla (\textbf{u})\|)^2 \right) &
\end{align*}
\]

The efficiency of the Perona and Malik filter depends highly on the conductance parameter \( K \). However, this constant is arduous to tune since its relies on several parameters such as the nature of the treated image (document image, medical image), the edges intensity and the distribution of the noise.

Weickert [18] introduced another framework based on structure tensor to overcome the limitations of classical PDE-based filtering methods. This framework has been further exploited and adapted to enhance document images in [9,15]. However, in Weickert formalism, the anisotropic diffusion requires to tune, not only one, but two parameters used to highlight eigenvalues representing foreground edges from those representing artifacts denoted \( K_s \).

This makes this task more challenging and one of the important purposes of this study is to develop an effective solution to overcome this drawback.

Besides, in this work, a diffusion approach for document image enhancement is developed in the first part. Since this process needs to tune some parameters to perform correctly, two solutions are proposed to automate this process. These solutions are incorporated thereafter within a PDE-based compression scheme developed in this work to deal with the historical document compression task. In fact, one could believe that a proper detection of foreground edges is the key to perform an acceptable compression when facing historical documents. Hence it is necessary to drive judiciously the encoder algorithm to compress massively around artifacts and perform a slight or lossless compression in edges areas. Otherwise, compressing historical document by using classical compression schemes introduces some distortions on the foreground edges and affects the readability of the document. Moreover, the compression performances would be less interesting if the encoding scheme is uniformly applied in the whole document image without any artifacts/edges differentiation as done in the widely used image compression standards JPEG [19] or JPEG2000 [20]. These observations are behind the main motivation of our work.
This paper is organized into 7 sections. After presenting some efficient image compression standards followed by PDE-based image enhancement techniques, section 2 is devoted to recall the nonlinear anisotropic diffusion technique as formalized by Weickert [18]. Afterward, we present in section 3 the proposed diffusion formalism. In section 4 the automatic PDE-based document image enhancement technique is presented in details. Thereafter, the proposed compression scheme adapted to the scanned historical document is described and detailed in section 5. Section 6 is devoted to the experiment study while the conclusion and some potential future directions are presented in the last section.

2. Non-scalar anisotropic diffusion in the state-of-the-art

First, let us introduce some basic notations and definitions to make this paper self-contained. Let us denote \( u \) the degraded document image composed of the original side (commonly called foreground side) denoted \( u_f \) and the background side denoted \( u_b \) including all reverse-side edges and other background artifacts.

We introduce now the structure tensor \( T \) depending on the image eigenvalues \( \lambda_{\pm} \) and their corresponding eigenvectors \( \Theta_{\pm} \). \( T \) is expressed as follows:

\[
T = \nabla(u)\nabla(u^t) = \begin{bmatrix} u_{x^2} & u_{x}u_{y} \\ u_{y}u_{x} & u_{y^2} \end{bmatrix}
\]

(2)

or, through eigenvalues and eigenvectors:

\[
T = \lambda_+\Theta_+\Theta_+^t + \lambda_-\Theta_-\Theta_-^t
\]

(3)

In [18], Weickert has introduced a function denoted \( D \), which depends on the structure tensor matrix \( T \), to control the diffusion rate. In brief, the anisotropic diffusion tensor \( D(T) \) introduces a local modification on the structure tensor \( T \) by re-calibrating the eigenvalues through functions \( f_{\pm}(\lambda_+;\lambda_-) \) \((f_{\pm} \in [0,1]) \) as mentioned in Eq. (4). This modification is mainly due to some observed behaviors of the eigenvalues across image features (see Fig. 2). the structure tensor \( D(T) \) is formalized as follows:

\[
D(T) = f_+ (\lambda_+, \lambda_-).\Theta_+\Theta_+^t + f_- (\lambda_+, \lambda_-).\Theta_-\Theta_-^t
\]

(4)

The eigenvalues behavior across the image features could be summarized as follows:

- \( \lambda_- = \lambda_+ \approx 0 \) along smooth areas.
- Edges are characterized by \( \lambda_- \gg \lambda_+ \approx 0 \).
- Corners are characterized by \( \lambda_- > \lambda_+ \gg 0 \).

![Fig. 1. DjVu Encoder applied on both Handwritten document image (top) and natural document image (down).](image)

![Fig. 2. Eigenvalues and eigenvectors behavior against edges.](image)

Then, the first non-scalar anisotropic diffusion model, introduced by Weickert [18], is governed by the following model:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \text{div}(D(T)\nabla(u)) \\
u_0 &= u_{\text{noisy}}
\end{align*}
\]

(5)

Since the first modification given by Weickert, many attempts have been done to develop other analytic expressions of the eigenvalues functions \( f_{\pm}(\lambda_+;\lambda_-) \). However, these solutions focus on highlighting edges and corners from noise, which is inappropriate when dealing with the bleed-through marks. The unique study which takes benefits from the non-scalar anisotropic diffusion to overcome the bleed-through issue within historical document images has been proposed by Drira et al. [21]. In [21], the authors propose to associate the anisotropic diffusion formalism as introduced by Weickert with new eigenvalues functions \( f_{\pm} \) (see Table 1) inspired from conductance functions introduced by Perona and Malik [17]. Table 1 shows the eigenvalues functions used by Drira et al. and some commonly used diffusion formalism and eigenvalues functions in the state-of-the-art.

Models presented in Table 1 are each dedicated for a specific application, thus using these solutions for document image analysis could be beneficial rise some serious disadvantages. The model based on the Hessian trace proposed by Tschumperle et al. [23] fails in enhancing less contrasted edges which are in coherence with their neighborhoods. The diffusion matrix introduced in the Beltrami model [22] decreases instantaneously even when facing small variations, which makes it inadequate for preserving foreground edges. The model proposed by Weickert [18] presents some interesting features, especially in enhancing the less contrasted foreground edges. However, an over soothing result is often observed since the edge enhancement process is not well governed. In consequence, the singularities are often affected when using this model as shown in Fig. 3. Advantages and disadvantages observed when applying these diffusion models for the document analysis field are summarized in Table 2.
\[ \text{Conductance function } f_+ = \alpha + (1 - \alpha) e^{|\nabla u|} \]

if \( \lambda_+ \neq \lambda_- \),

else

\[ u_+ = \text{div}(D(T)\nabla u) \]

\[ \text{Diffusion equation } \]

\[ \lambda_+ = \lambda_- \]

\[ u_+ = \frac{1}{\sqrt{\cosh^2(x) + 1}} \text{div}(D(T)\nabla u) \]

\[ u_1 = \text{trace}(DH), \ H: \text{Hessian matrix} \]

### Table 1

<table>
<thead>
<tr>
<th>Approach</th>
<th>Conductance function ( f_+ )</th>
<th>Diffusion equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weickert (ED) [18]</td>
<td>( f_+ = \alpha + (1 - \alpha) e^{</td>
<td>\nabla u</td>
</tr>
<tr>
<td>Drira et al. [15]</td>
<td>( f_+ = \alpha ) or ( f_+ = \frac{1}{1 +</td>
<td>\nabla u</td>
</tr>
<tr>
<td>Beltrami et al. [22]</td>
<td>( \left{ \begin{array}{ll} f_+ = \frac{1}{\sqrt{\cosh^2(x) + 1}} \text{div}(D(T)\nabla u) \end{array} \right. )</td>
<td></td>
</tr>
<tr>
<td>Tschumperle et al. [23]</td>
<td>( f_+ = \frac{1}{\sqrt{\cosh^2(x) + 1}} )</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Diffusion process</th>
<th>Artifacts removing</th>
<th>Enhancement of less contrasted edges</th>
<th>Singularity preservation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perona et Malik [17]</td>
<td>√</td>
<td>X</td>
<td>√</td>
</tr>
<tr>
<td>Beltrami et al. [22]</td>
<td>√</td>
<td>Moderately</td>
<td>X</td>
</tr>
<tr>
<td>Tschumperle et al. [23]</td>
<td>√</td>
<td>X</td>
<td>√</td>
</tr>
<tr>
<td>Weickert [18]</td>
<td>√</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

3. Proposed diffusion formalism

In this study, we propose to reformulate the basic scheme on which the non-scalar anisotropic process is based, by introducing a new formalism adapted for the specificity of document image distortions.

Indeed, we propose a new PDE-based method for removing distortion from historical document images without affecting the salient features. The proposed iterative system could remove the bleed-through artifacts and enhances gradually the foreground edges coherence simultaneously. The proposed scheme is governed by the following equations:

\[
\begin{align*}
    u_t &= \text{div}(\alpha(1 - d(u, u_{\text{bkg}}))D(T)\nabla u) \\
    u_0 &= u_{\text{noisy}}
\end{align*}
\]

While \( d \) is the normalized difference between the degraded document \( u \) and its estimated background denoted \( u_{\text{bkg}} \),

\[ d(x, y) = A |u(x, y) - u_{\text{bkg}}(x, y)| + B \]

with

\[
\begin{align*}
    A &= \frac{1}{\max[|u - u_{\text{bkg}}|, \min[|u - u_{\text{bkg}}|]}
    B &= -A \min[|u - u_{\text{bkg}}|]
\end{align*}
\]

The key idea behind weighting the divergence parameter by \( [1 - d] \) is to add “background artifacts” removal feature to the diffusion process. In other words, \( [1 - d] \) plays the same role as the conductivity parameter within the Perona and Malik formalism. However, in our case, \( d \) is the difference between the degraded document and its estimated background. Consequently, since the degraded document image and its estimated background image present similar values in background pixels, \( [1 - d] \) is then high when facing artifacts areas and the process can diffuse massively. On the other hand, \([1 - d] \) is low outward (foreground pixels) which stop the diffusion process and preserve the foreground edges.

While the discrimination “edges”/“background artifacts” is performed through \([1 - d] \), the eigenvalues functions intervene to discriminate “foreground edges”/“reverse-side edges”. Within the proposed diffusion process, we propose to estimate the eigenvalues functions through the hyperbolic tangent as follows:

\[
\begin{align*}
    f_+ &= \frac{1}{2}[\tanh(\gamma - \frac{u}{\lambda_+}) + 1] \\
    f_- &= \frac{1}{2}[\tanh(\gamma - \frac{u}{\lambda_-}) + 1]
\end{align*}
\]

The hyperbolic tangent allows to control the decreasing speed of the diffusion through \( \gamma \) and permits to stop diffusing instantly when facing foreground edges. This feature seems to be useful particularly when the reverse-side and foreground strokes contrasts are close and confused. In this special case, \( \gamma \) should be higher to increase the derivatives of \( f_\pm \) in \( \lambda_\pm \). Fig. 4 illustrates the eigenvalues functions behaviors.

4. Automating the proposed diffusion formalism

Anisotropic diffusion is an innovative and wise solution to several image processing issues [7,9]. However, since this process relies highly on some crucial parameters, such as the diffusion cutoff and the conduction parameter, automating such an iterative process when facing image processing issues becomes extremely challenging.

4.1. A brief overview on automatic diffusion systems in the state-of-the-art

In the state-of-the-art, since the first automation proposed in [24], many attempts have been done to deal with this arduous task. The most recent study is proposed by Tsiosios et al. in [25]. In this paper, the authors proposed to use a statistical study combined with the well-known thresholding Knee algorithm [26] to estimate the conduction parameter \( K \). However, this approach deals with a Gaussian noise removal while the local structural information and the specificities of the images are not taken into account.
account. In addition, the proposed solutions are exclusive to the anisotropic diffusion filter as formalized by Prona and Malik [17], while the Weickert [18] formalism is more suitable to deal with document image artifacts [9].

Recently, Drira et al. [21] have proposed an automatic diffusion filter, governed by the Weickert formalism, dedicated for removing bleed-through artifacts and fully adapted for historical documents. In this work, the authors have focused their efforts on tuning the conductance parameters when dealing with historical document. Through some observations, the authors have proposed to set $K_{\pm}$ as follows:

\[
\begin{align*}
K_- &= 0.1 \times \max(\lambda_-) \\
K_+ &= \frac{K_-}{2}
\end{align*}
\] (8)

However, the diffusion shutoff parameter is the major drawback of this process. Indeed, this iterative process must be stopped manually when approaching acceptable results since it diverges quickly after a certain number of iterations. In addition, the Drira et al. filter seems to be not extendable on other document image databases. In fact, $K_{\pm}$ are simply estimated through some observations performed on a specific document image dataset, while this automation is not suitable if one tries to apply this automatic method to reduce bleed-through within numerical manuscripts collected from other databases.

### 4.2. Proposed automatic diffusion method

Automating the enhancement task when dealing with historical degraded documents provides new and more advantageous solutions for document image restoration technology. The automation targets two components: the diffusion shutoff and the conductance parameters. These latter seems to be crucial since overestimating $K_{\pm}$ leads certainly to an over-smoothed result, while an insufficient estimation of these parameters enhances the bleed-through edges contrast and may corrupt the document readability. Herein, two solutions are proposed to automate the proposed diffusion formalism.

Within the proposed processes, instead of providing an important computational effort to calibrate $K_{\pm}$ in each iteration as done in [25] or proposing a simple thresholding technique to separate foreground/background edges based on some observation performed a priori as done in [21], we propose to take into account the local characteristics of each pixel (e.g. coherence and the contrast relevance around the neighborhood) to determine its affiliation (e.g. foreground or artifacts).

The idea consists of estimating, in each pixel, a coefficient expressing the coherence degree of this pixel around its neighborhood in terms of intensity and orientation, simultaneously. Modeling those characteristics proves to be conceivable using the eigenvalues and eigenvectors; in addition, since the eigenvalues and eigenvectors are explicitly involved within the proposed anisotropic diffusion process, using those parameters avoid the proposals to provide a consequent computational effort.

We denote $\Phi(x, y)$, the coefficient which has a role to quantify the intensity and orientation coherence according to the eigenvalues and eigenvectors behaviors (see Sec. 2). $\Phi(x, y)$ produces important values across foreground edges and less enough values outwards to permit a proper discrimination. Aside to be simple-to-implement and provides a well foreground/background discrimination, the proposed iterative process is convergent and does not need shutoff parameter since the proposed filter provides a stable result after a few number of iteration.

To this end, two foreground/background discriminatory measures are proposed in the following:

#### 4.2.1. Eigenvalues Coherence Measure – ECM

$\Phi(x, y)$ is estimated here with the “normalized coherence measure” and the “gradient norm”, simultaneously. The coherence measure $c \in [0; 1]$ is well known and widely used within inpainting approaches [27]. This measure is expressed generally as follows:

\[
c = \left( \frac{\lambda_- - \lambda_+}{\lambda_- + \lambda_+} \right)^2
\] (9)

Due to the eigenvalues behavior across relevant edges, corners and background (see sec. 2), the coherence measure $c$ is high ($\approx 1$) in “smooth relevant edges” and “smooth background areas”. Thereby, in order to develop a criterion that better represents smooth relevant edges without confuse them by any other features, we propose to weight the normalized coherence measure by the gradient norm $\| Vu \|$ of the degraded document $u$.

Since the gradient is relevant on “reverse-side/foreground” edges and less into “smooth background pixels”, $(c \| Vu \|)$ would be relevant only across “smooth relevant edges”. Then, one could propose to express $\Phi$, at element $(x, y)$, as follows:

\[
\Phi(x, y) = \left( \frac{\lambda_-(x, y) - \lambda_+(x, y)}{\lambda_-(x, y) + \lambda_+(x, y)} \right)^2 \cdot \| Vu(x, y) \|
\] (10)

#### 4.2.2. Eigenvalues–Eigenvectors Coherence Measure – EECM

Herein, the function $\Phi(x, y)$ estimates coherence degree, in terms of orientation, of the anisotropic tensor field across $(x, y)$ and, at the same time, the relevance of the considered pixel. This is done by using the behavior of $\lambda_-$ and eigenvectors couple $(\Theta_-, \Theta_\perp)$ around edges (see Fig. 2). Then, we propose to estimate $\Phi$ at $(x, y)$ as follows:

\[
\Phi(x, y) = \lambda_-(x, y) \cdot \arctan \frac{\| \Theta_-(x, y) \|}{\| \Theta_\perp(x, y) \|}
\] (11)

The elliptical tensor is more stretched ($\lambda_- >> 0$) around relevant edges (see Fig. 2) and arctan $\frac{\| \Theta_-(x, y) \|}{\| \Theta_\perp(x, y) \|}$ is somehow the degree to which the neighborhood directions of $(x, y)$ are coherent according to $(x, y)$ direction [18]. Then, $\Phi(x, y)$ exhibits high values when edges are contrasted and present a coherent direction around their neighborhood, which is used to discriminate between the different image components.
Table 3
ECM/EECM – brief comparative.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Inconvenient</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECM</td>
<td>Provides a proper discrimination where the whole foreground edges</td>
</tr>
<tr>
<td></td>
<td>are highly contrasted</td>
</tr>
<tr>
<td>EECM</td>
<td>Greatly highlight less-contrasted foreground edges if they are coherent</td>
</tr>
<tr>
<td></td>
<td>with their neighborhood.</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.3. Thresholding process

Once the discriminatory measures have been introduced, it is important to point out that, even if these criteria are estimated through consistent basis to discriminate “foreground”/“reverse-side” strokes, both of the proposed expression of \( \Phi \) present some limitations. In fact, since the structure tensor stems directly from the gradient measures as expressed in Eq. (2), characters with large widths may spread through the background and become unreadable when using the ECM measure. Moreover, the EECM measure could be high in some reverse-side strokes presenting high homogeneity even if they are low contrasted, which may affect the outputs. The main advantages and inconvenient observed when using each measure are summarized in Table 3.

In order to try to reduce these drawbacks, we propose to subdivide the matrix \( \Phi \) into blocks of size \( k \times k \) called \( \Sigma^k \), \( i = \{1, \ldots, \text{card}(u)\} \). Afterward, we make use of two less restrictive assumptions:

1. Foreground strokes are usually more relevant than reverse-side one.
2. Blocks containing foreground edges and those containing background one do not exhibit similar structural and statistical features. From experience, one observes that a simple standard deviation is sufficient to highlight this statistical dissimilarity.

Relying on the considered hypotheses, we first estimate the standard deviation \( \text{std} \) in each block. Then sort the given values in a decreasing order and compute the relative variation of the reordered coefficients as expressed in Eq. (12). According to the second assumption, the first maximum of \( \partial_j \) represents the frontier between “foreground edges”/“reverse-side strokes” while the second one represents the transition “reverse-side strokes”/“background”.

\[
\partial_j = \frac{\text{std}_j(s^k) - \text{std}_{j-1}(s^k)}{\text{std}_{j-1}(s^k)} \tag{12}
\]

where \( j \) is the order of the coefficient \( s^k \) when sorting in the decreasing order.

In other words, \( \max_i (\partial_i) \) could be used to discriminate blocks containing foreground edges from the others in \( \Phi \). In addition, to make sure that \( s^k \) could fit on the whole foreground shapes regardless to their sizes, one can perform this process on \( k = \{4, 8, 16\} \) and \( s^k \) is considered as foreground if and only if this block is considered as foreground in at least 2/3 of the considered block sizes.

The last step of the proposed automation algorithm consists of thresholding the eigenvalues \( \lambda_{\pm} \). This thresholding process works as follows: if \( (x, y) \) is considered as foreground pixel through the last discrimination, the value 1 is attributed to \( \lambda_{\pm}(x, y) \) to stop diffusion across the foreground edges. Whereas, the value of \( \lambda_{\pm}(x, y) \) is kept to diffuse depending on its intensity since the pixel is considered as artifact. The proposed automatic document image enhancement algorithm is detailed below.

This algorithm is then incorporated within the proposed anisotropic diffusion process (see Eq. (6)) to produce a full automatic enhancement filter. However, it has been noticed that estimating the threshold matrix \( T_{\phi} \) after performing a number of iterations boosts significantly performances. The edges coherence enhancement along the structure tensor direction is the key to this improvement. Indeed, some less contrasted foreground edges are enhanced significantly after performing a number of iterations if these edges are in coherence with their neighborhood, an example is illustrated in Fig. 5. Thereby, we propose to perform the following strategy:

**Step.01** Perform the diffusion process presented in Eq. (6) in few number of iteration (e.g. from experiment, 30 iterations seems to be quiet enough) with very low values of \( K_{\pm} \) to improve the edge coherence.

**Step.02** Estimate the thresholding matrix \( T_{\phi} \) through Algorithm 1.

**Step.03** Perform the automatic diffusion process as presented in Algorithm 2.
Algorithm 2: Automatic $\lambda_k$: thresholding.

Require: $\lambda_k$, $T_k$
for each pixel $(x, y)$ in $\lambda_k$ do
if $T_k(x, y) \geq 1$ then
$\lambda_k \leftarrow 1$
end if
end for
Output $\lambda_k$

5. Proposed historical document image compression scheme

Due to the artifacts from which they suffer, archiving the digitized document images without pretreatments needs a huge capacity of storage since each degradation mark, especially bleed-through edges, increases considerably the entropy. The motivation behind this study is then to produce an efficient compression scheme able to detect artifacts within historical manuscript to preserve foreground edges through slight or lossless compression and compress massively around degradation marks.

Roughly speaking, we propose to drive the compression scheme by the thresholding algorithm described previously. Indeed, before performing the encoding strategy, foreground text must be well localized to be slightly compressed and retrieved properly without losing on the readability of the document. In addition, knowing foreground edges positions, one can compress massively elsewhere without undue risk. When decoding, we perform a PDE-based interpolation to retrieve the missed information.

We believe that, due to the homogeneous aspect of the background observed on a great number of old historical documents, edges locations, their values and values of their adjacent pixels are widely sufficient to express old manuscripts. Thereby, through the encoding step within the proposed compression scheme, one proposes to safeguard and compress only the foreground strokes positions, their values and values of their adjacent pixels extracted from the enhanced document image given by Algorithm 1.

When decompressing, we propose to perform in few iterations the Laplace heat equation (e.g. homogeneous diffusion), weighted by the binary version of the document, to preserve foreground edges from deformations and interpolate values of unsaved pixels within the encoding step. Then retrieving gradually the enhanced version of the historical document image.

5.1. Encoding scheme

The proposed automatic enhancement and compression approaches are linked. The proposed encoding technique starts by performing the Howe binarization algorithm [16] on the restored image through the proposed automatic enhancement algorithm. To our best knowledge, this binarization method remains the best historical document binarization algorithm as shown in several binarization survey such as in [28]. Furthermore, this algorithm has been crowned “best binarization algorithm” in DIBCO 2012 competition [29]. The resulted binary image through Howe algorithm is denoted $u_{ib}$. Afterward, and logic operator is performed between $T_k$ the unique output given by Algorithm 1 and $u_{ib}$ so as to obtain $u_b$, the best representative binary version of $u$ (see Fig. 6).

The whole encoding process is summarized as below:

Step.01 Compressing $u_b$ through the lossless JB2 algorithm, a variation of JBIG2 [5]. Our motivations behind using lossless encoder is to preserve the readability of the document whatever the compression rate.

Step.02 Extraction of active pixels colors intensities in $u_b$ and their adjacent pixels in a well defined neighborhood. The whole extracted values are stored in their original position within the image $u_b$ as shown in Fig. 6. This image is the key of the proposed decoding technique.

Step.03 Since the human visual system is much more sensitive to variations in brightness than color [30], one can transform $u_v$ from RGB to YCrCb and downsamples the Cr and Cb components with rate $1:4$.

Step.04 Sweeping and storing, in a one dimension vector, colors of active pixels along their appearing order in $u_v$. Since colors vary gradually along edges, safeguarding these values in the order of their occurrence optimizes certainly the entropy coding performance of the quantized values.

Step.05 Quantize the obtained vector using the histogram quantization technique. The quantization parameter is fixed by the user.

Step.06 Compressing the quantized vector using the entropy-based PaQ algorithm. PaQ is the winner of the unique lossless compression competition called Hutter. In addition, this algorithm has been used in several effective compression schemes, such as in [31]. For our purpose, we perform PaQ8m,\(^2\) which is an open source (GPL) file compressor designed for 32 bit architectures.

The obtained bitstream could be summarized as follows:

1. **Header:**
   (a) **Edges indexes:**
   i. Quantization dictionary length (1 Byte).
   ii. Dictionary (Variable).
   iii. Length of the Cr, Cb channels before 1:4 downsampling (1 Byte).
   (b) **Neighborhood indexes:**
   i. Quantization dictionary length (1 Byte).
   ii. Dictionary (Variable).
   iii. Length of the Cr, Cb channels before 1:4 downsampling (1 Byte).
   iv. Considered neighborhood scale (1 Byte).

2. **Main data:**
   (a) JB2 data: the binary version of the document.
   (b) PaQ data: the color nuances of the document.

5.2. Decoding scheme

Within National Archives laboratories, restoring damaged or incoherent portions of historical images is a common and daily practice. This practice is also known as inpainting or retouching [32, 33]. In the state-of-the-art, some authors has performed inpainting techniques to deal with several issues such as retrieving missed information within decompression process [8] or restoring degradation caused by the latter.

Obviously, when facing strong degradation, automatic inpainting algorithms could never reach manual restoration performance. However, if the missed regions are smooth and homogeneous, a PDE-based interpolation technique applied in a correct way could yield good results if the degradation did not affect foreground structural information.

To this purpose, we start by separating form the encoded file the bilevel image $u_b$ and the quantized vector compressed with PaQ, then combining both of these information to retrieve $u_v$. So far, a PDE analysis has been applied to enhance the foreground edges coherence and eliminating bleed-through within historical document, so as to improve document readability by eliminating some embarrassing artifacts. However, herein, instead of using diffusion to eliminate useless information, one proposes to perform diffusion to restore missed information within the reconstructed image $u_v$. In other words, we propose to interpolate, iteration-

\(^2\) https://github.com/JohannesBuchner/paq/tree/master/paq8m.
by-iteration, missed pixels in $u_v$ using a diffusion filter. Indeed, performing such diffusion technique permits to preserve boundaries defined by $u_b$ while diffusing the colors of their neighborhood gradually along the image to keep the smooth aspect characterizing historical documents. Thereby, we propose to drive the decoding scheme by the heat equation weighted by the boundary matrix $u_b$. The proposed decoding diffusion system is presented below:
\[
\begin{aligned}
    u_r &= \text{div}(u_b \nabla (u_r)) \\
    u_0 &= u_v
\end{aligned}
\]  

(13)

6. Experiments and discussion

In this section, the obtained results through the proposed document image enhancement and compression approaches are presented, assessed to illustrate performance against the most effective methods in the state-of-the-art and discussed. The considered dataset consists of the whole historical (e.g. machine-written and handwritten) document images suffering from the bleed-through artifact within DIBCO databases.\(^3\) The advantage given by the DIBCO databases consists of the availability of the ground truth images so as an objective assessment could be explicitly performed. In addition to DIBCO, the constructed dataset is consoli-
dated with 8 historical documents collected from the web, such as some historical manuscripts extracted from the Word Digital Library database.\(^4\)

Herein, we start by comparing subjectively the performance of the proposed manual-tuning and automatic enhancement algorithms against the most effective automatic and manual-tuning enhancement methods in the state-of-the-art. The fair objective evaluation is performed thereafter thanks to some classical and well known readability measures. Thereafter, the proposed compression scheme is compared with DjVu [2] the most accurate scanned document compression encoder, the well known JPEG and JPEG2000 standards to assess the proposal with the most used image compression techniques and the most recent compression standard namely JPEG-XR.\(^5\) Finally, to proof the necessity to apply a joint compression–enhancement technique instead of a simple sequential application of compression and enhancement methods to deal with historical document archiving issue, the proposed joint method is objectively evaluated with the best enhancement method followed by the best natural image and document image compression standards.

---

\(^3\) http://users.iit.demokritos.gr/-kntir/HDiBCO2014.

\(^4\) http://www.wdl.org.

Table 4: Readability, edge sharpness and the visual-quality evaluation.

<table>
<thead>
<tr>
<th>Bin. algorithm</th>
<th>Enhancement technique</th>
<th>Readability</th>
<th>Sharpness</th>
<th>Visual-quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision</td>
<td>$F_{\text{measure}}$</td>
<td>$P_{\text{measure}}$</td>
</tr>
<tr>
<td>TSAI</td>
<td>Direct Binarization (Without pretreatment)</td>
<td>0.68</td>
<td>75.73</td>
<td>77.61</td>
</tr>
<tr>
<td></td>
<td>Perona and Malik manual-tuning app.</td>
<td>0.65</td>
<td>85.01</td>
<td>87.97</td>
</tr>
<tr>
<td></td>
<td>Proposed diffusion scheme manual-tuning app.</td>
<td>0.84</td>
<td>85.19</td>
<td>87.83</td>
</tr>
<tr>
<td></td>
<td>Weickert automatic-tuning app.</td>
<td>0.65</td>
<td>72.79</td>
<td>74.59</td>
</tr>
<tr>
<td></td>
<td>Tsintios et al. automatic-tuning app.</td>
<td>0.80</td>
<td>81.81</td>
<td>84.77</td>
</tr>
<tr>
<td></td>
<td>Drija et al. automatic-tuning app.</td>
<td>0.80</td>
<td>83.13</td>
<td>85.19</td>
</tr>
<tr>
<td></td>
<td>Proposed ECM automatic-tuning app.</td>
<td>0.82</td>
<td>84.27</td>
<td>86.71</td>
</tr>
<tr>
<td></td>
<td>Proposed EECM automatic-tuning app.</td>
<td>0.82</td>
<td>84.17</td>
<td>86.52</td>
</tr>
<tr>
<td>OTSU</td>
<td>Direct Binarization (Without pretreatment)</td>
<td>0.61</td>
<td>72.68</td>
<td>73.66</td>
</tr>
<tr>
<td></td>
<td>Perona and Malik manual-tuning app.</td>
<td>0.71</td>
<td>79.29</td>
<td>80.95</td>
</tr>
<tr>
<td></td>
<td>Proposed diffusion scheme manual-tuning app.</td>
<td>0.74</td>
<td>81.46</td>
<td>82.66</td>
</tr>
<tr>
<td></td>
<td>Weickert automatic-tuning app.</td>
<td>0.59</td>
<td>70.64</td>
<td>71.67</td>
</tr>
<tr>
<td></td>
<td>Tsintios et al. automatic-tuning app.</td>
<td>0.67</td>
<td>76.61</td>
<td>78.05</td>
</tr>
<tr>
<td></td>
<td>Drija et al. automatic-tuning app.</td>
<td>0.70</td>
<td>79.05</td>
<td>79.89</td>
</tr>
<tr>
<td></td>
<td>Proposed ECM automatic-tuning app.</td>
<td>0.74</td>
<td>81.48</td>
<td>82.56</td>
</tr>
<tr>
<td></td>
<td>Proposed EECM automatic-tuning app.</td>
<td>0.74</td>
<td>81.24</td>
<td>82.28</td>
</tr>
<tr>
<td>HOWE</td>
<td>Direct Binarization (Without pretreatment)</td>
<td>0.90</td>
<td>92.66</td>
<td>94.13</td>
</tr>
<tr>
<td></td>
<td>Perona and Malik manual-tuning app.</td>
<td>0.87</td>
<td>88.09</td>
<td>94.67</td>
</tr>
<tr>
<td></td>
<td>Proposed diffusion scheme manual-tuning app.</td>
<td>0.94</td>
<td>94.67</td>
<td>96.28</td>
</tr>
<tr>
<td></td>
<td>Weickert automatic-tuning app.</td>
<td>0.87</td>
<td>88.09</td>
<td>90.15</td>
</tr>
<tr>
<td></td>
<td>Tsintios et al. automatic-tuning app.</td>
<td>0.92</td>
<td>93.03</td>
<td>94.53</td>
</tr>
<tr>
<td></td>
<td>Drija et al. automatic-tuning app.</td>
<td>0.92</td>
<td>93.31</td>
<td>93.78</td>
</tr>
<tr>
<td></td>
<td>Proposed ECM automatic-tuning app.</td>
<td>0.94</td>
<td>93.82</td>
<td>95.52</td>
</tr>
<tr>
<td></td>
<td>Proposed EECM automatic-tuning app.</td>
<td>0.94</td>
<td>93.49</td>
<td>95.14</td>
</tr>
</tbody>
</table>

6.1. Enhancement evaluation

6.1.1. Objective evaluation criteria

The proposed manual-tuning formalism and its automated versions are evaluated herein by means of objectives judgments through various commonly used criteria for document image enhancement evaluation [29, 34]. This objective evaluation is performed by means of various binarization measures to quantify the readability of the outputted documents. We propose to compare our proposed method against the most recent automatic and manual tuning schemes in the literature, characterized by their ability to preserve the look and the feel of old manuscripts suffering from bleed-through. The evaluated methods are:

- The Tsintios et al. automatic-tuning approach [25].
- The Dríja et al. automatic-tuning approach [15, 21].
- The Weickert automatic-tuning approach [18].
- The Perona and Malik manual-tuning approach [17].
- The proposed manual-diffusion scheme.
- The proposed automatic-tuning technique based on ECM.
- The proposed automatic-tuning technique based on EECM.

As noticed earlier the proposed manual-diffusion scheme and the Perona and Malik [17] approaches are not blind and require to perform an arduous tuning to set the conductance thresholds. In addition, the Dríja et al. [15] technique is not fully-blind since the number of iterations plays a key role to attain acceptable performances.

Thus, to perform a fair evaluation study and optimize performances of the evaluated approaches, $K$ and $K_s$ have been tuned and the number of iteration has been fixed at 150 in both the proposed manual diffusion scheme and the Perona and Malik approaches to optimize the $F_{\text{measure}}$, within each document image treated with those manual-tuning algorithms; while we apply the Dríja et al. technique with various iterations and the image obtaining the best $F_{\text{measure}}$ is chosen for the evaluation.

Thereafter, three classical and well known thresholding algorithms are applied to binarize the enhanced documents by the considered enhancement methods. The thresholding algorithms considered in this study are:

1. Otsu method: The widely used binarization technique proposed in [35].
2. Tsai method: One of the most used binarization algorithm introduced in [36].
3. Howe method: To our best knowledge, this binarization algorithm is the best in document image binarization [16].

The comparison is performed by using a set of some measures used to evaluate binarization techniques in DIBCOs competitions. The objective tools are:

1. The $F_{\text{measure}}$, which is most used measure to evaluate the document image binarization algorithms: This measure establishes a score in the range of $[0, 100]$ according to the number of true positive, true negative and false positive pixels. The larger is the $F_{\text{measure}}$, the best is the readability of the document.

$$F_{\text{measure}} = 100 \times \frac{2 \times PR \times RC}{PR + RC}$$

were $RC = TP/(TP + FP)$, $PR = TP/(TP + FN)$ and $TP$, $FP$ and $FN$ represent respectively the number of the true positive, the false positive, and the false negative pixels in the binarized image.

2. The Distance Reciprocal Distortion (DRD) score [37]: This score correlates with the human visual perception and used to quantify the visual distortion in binary document images. Since 2012, this strong measure is performed to evaluate the binarization algorithms in DIBCO competitions. The lower is the DRD, the best is the visual quality and the readability of the document.

3. The $P_{\text{measure}}$: This score expresses the readability of the document across its ground-through skeleton. The idea consists of this measure reflects the readability.
in estimating the sharpness by comparing the skeleton of the
document with the skeleton ground-truth as explained in [38].
The $P_{\text{Measure}}$ is computed as well as the $F_{\text{Measure}}$ while substi-
tuting the RC score by the $\text{Pseudog}_c$ as defined in Eq. (15).

$$P_{\text{Measure}} = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} u_{\text{bin}}(i, j) \cdot u_{\text{sg}}(i, j)}{\sum_{i=1}^{M} \sum_{j=1}^{N} u_{\text{sg}}(i, j)}$$

where $u_{\text{bin}}$ is the binarized document image and $u_{\text{sg}}$ is its
skeletonized version.

6.1.2. Results and discussion

It is clear from the presented in Table 4 that the proposed
automation techniques outperform the whole others automatic-
tuning techniques in the state-of-the-art. However, even if the
Drira et al. approach shows acceptable performances especially
in the bleed-through removal task as seen in Fig. 7, 8 and 9; as no-
ticed previously, the most embarrassing drawback on which this
approach suffers consists in the shutoff criteria. In fact, when con-
ducting this evaluation, the Drira et al. iterative process is stopped
manually when the $F_{\text{Measure}}$ reaches its maximum. Fig. 10 shows
performance given by the proposed ECM enhancement scheme
against the Drira et al. scheme under a wide iteration range.

Regarding the visual aspect (see Figs. 7, 8 and 9), one could
notice without providing any visual effort that the restored images
through the proposed approaches present, for the majority,
acceptable visual aspect compared to images obtained from the
other methods. Furthermore, the feeling of the processed historical
manuscript is literally kept. This is quiet important when dealing
with this kind of images. The obtained Distance Reciprocal Distor-
tion (DRD) [27] score could objectively confirm these observations
(see Table 4). Indeed, since the proper correlation of the DRD with
the human visual perception as explained in [29], the DRD score is
usually used to quantify the visual distortion in binary document
images as done in several DIBCOs competitions. The lower is the
DRD, better are performances.

From the $P_{\text{Measure}}$ column in Table 4 we can notice that
the automation given in this study succeed in safeguarding, in
certain cases improving, the strength points of the proposed
manual-tuning technique, which consists on the Precision score and $P_{\text{Measure}}$. The Precision measure increases when the degree
of true positive pixels is important and false positive pixels tends
to zero. Indeed, the proposed diffusion formalism, on which the
proposed automatics techniques are based, improves the contrast
while simultaneously strengthens the coherence of each pixel with
its neighborhood. This refines each character shape iteration-by-
iteration, consequently both precision and edge sharpness are im-
proved.

The sharpness could be expressed through the $P_{\text{Measure}}$. The
$P_{\text{Measure}}$ expresses the readability of the document across its
ground-through skeleton. This is motivated by the fact that the
silhouette is unique on each character within the skeleton im-
age. Then, as explained in [38], comparing the skeleton version
of the document with the skeleton ground-truth could be more ac-
curate to estimate the edges sharpness instead of using a classic
binarized-document/ground-truth-document comparison.

Nevertheless, tested with Howe algorithm, performance of the
automatic-tuning schemes are quite interesting but does not at-
tain same performance as the manual-tuning version, while the
manual-tuning performances are beaten under Tsai and Otsu al-
gorithms. In fact, it is important to point out that the proposed
manual approach needs a significant effort for tuning the $K_{\pm}$ co-
eficients to reach such results, while this tuning is hard and tedious
when dealing with a considerable number of degraded documents.
Then, providing such results with a simple-to-implement and fully-
automatic techniques could be so far considered as an achieve-
ment.

Finally, we notice from Table 4 that the proposed automatic-
tuning approaches improve the performances of the used binariza-
tion algorithms. Indeed, even if Howe [16] algorithm is considered
so far as the best thresholding algorithm for document image, join-
ing this algorithm with one of the proposed enhancement methods
improve performances as shown through the objective assessment.
Furthermore, the performances of the classic methods Otsu and Tsai are significantly improved when applied on enhanced documents by the proposed techniques. Then associating the proposed enhancement techniques with these thresholding algorithms could significantly revitalize their use since their unequal rapidity and implementation simplicity compared to similar methods in the state-of-the-art [39].

6.2. Compression evaluation

Compression performances of the proposed enhancement-compression method is evaluated herein by means of some objective readability measures associated with perceptual subjective observations. Our proposal is fairly compared with four robust and well-known compression standards:

1. DjVu compression encoder [2]: Undoubtedly, DjVu is the most accurate compression scheme for scanned documents [6], which explains its used in the Wikipedia book digitization project Wikisource.\textsuperscript{1} In this study, the DjVu encoder is performed thanks to the open source software DjVuLibre-3.5.\textsuperscript{2}
2. JPEG compression standard [19]: So far, JPEG remains the most used image compression standard. Regardless of its efficiency, this is mainly due to its implementation simplicity.
3. JPEG2000 compression standard [20]: JPEG2000 is one of the most efficient lossy image compression standard.
4. JPEG-XR compression standard\textsuperscript{3}: JPEG-XR is the most recent technology in image compression.

6.2.1. Proposal versus image compression standards

To start, the whole degraded historical documents included in the constructed dataset are compressed, in various bitrates, using DjVu, JPEG, JPEG2000, JPEG-XR standards and the proposed compression scheme. Thereafter, as done in the enhancement assessment, the obtained compressed documents are binarized through the Howe thresholding algorithm [16] and evaluated in their readability thanks to the most efficient readability metrics in the field. This process is done on each bitrate as shown in Fig. 11.

One can clearly notice from the obtained results (Fig. 11 and 12) that the proposed compression method greatly outperforms, under the whole readability measures, the whole compared standards. Indeed, the proposed compression technique focuses mainly on preserving the readability of the document whatever the compression rate. This is done by encoding its best binarized version using a lossless compression algorithm, which is objectively demonstrated through the obtained $F_{\text{Measure}}$ and $PF_{\text{Measure}}$. In addition to the readability improvement given by the proposed framework, the look and the feel of the compressed manuscripts are preserved comparing to the others standards. The obtained DRD scores are behind this observation (see Fig. 11).

It is clear from the obtained results that tackling the historical document compression issue with commons image compression standards seems to be inappropriate. This is due to the fact that JPEG and JPEG XR/2000 deal with pixels without taking into account their local characteristics, so as foreground pixels are compressed as well as artifacts; consequently, the readability is doubtless affected when one tries to reduce the compression bitrate. This supports the need to use a specific compression technique as we propose in this study.

Finally, it is important to notice that, under a logical context, the more we compress, the more the readability of the document is affected. However, paradoxically, a slight amelioration of the readability is observed when we are using the natural image standards (JPEG or JPEG XR/2000) at very high bitrates. Indeed, at this stage, the compression process targets more noise than useful edges, which produces a slight amelioration of the readability (see Fig. 13). On the other hand, since the proposed diffusion process reduces the degradations affecting the image, the amelioration seen in the high bitrates is not perceptible when applying the natural image compression standards into the enhanced document images with the proposal as we can notice in Fig. 13.

\footnotetext{1}{http://en.wikipedia.org/wiki/Wikisource.}
\footnotetext{2}{http://djuv.sourceforge.net/}.
\footnotetext{3}{https://jpeg.org/jpegx/index.html.}
6.6.2. Join versus combination methods

It is worth to recall that, to improve compression performances, the proposed compression scheme is driven by a restoration technique able to target properly "artifacts"/"useful edges" within historical manuscripts. Throughout this work, we assumed that a simple enhancement–compression algorithms combination could not reach same performance as full joint algorithm when it is about compressing historical scanned documents. Especially in low and very low bitrates.

In other words, applying consecutively a robust document image enhancement algorithm followed by a robust image compression standard alters certainly some foreground edges if we try to reach aggressive compression bitrate. In order to underpin or disprove this hypothesis, we propose to combine the proposed enhancement technique ECM with JPEG2000, DjVu and JPEG-XR to provide the most robust sequential enhancement-compression frameworks. Results given by these sequential frameworks are compared with the proposed join framework.

Fig. 13 and 14 shows scores of readability obtained at each bitrate using the evaluated schemes. Undoubtedly, performances of the whole evaluated standards are improved after being associated with an enhancement technique. However, it is clear from the obtained results that is more appropriate to use a join scheme instead of a consecutive scheme when dealing with historical document images especially in low bitrates.

Indeed, even if artifacts are considerably reduced after performing an enhancement algorithm in the consecutive schemes, since the compression encoder does not discriminate foreground/background edges properly, foreground edges are still deformed when performing an aggressive compression. This could be supported objectively through the readability and visual aspect measures used in Fig. 13 and 14, and subjectively in Fig. 12.

Finally, it is worth to notice that before performing such experimentation it was expected that, since DjVu is the most efficient compression technique of scanned documents [6], DjVu would certainly outperform JPEG2000 when dealing with historical documents in the low bitrates. DjVu is based on HMM segmentation algorithm to differentiate edges from artifacts. However, as shown throughout this study, this segmentation has reached its limits against the specific historical document degradations. Moreover, it is well-known that the multi-resolution analysis given by the wavelet transform permits to highlight relevant edges in the image which makes JPEG2000 less sensitive to document degradation. All these features are behind the success of JPEG2000 against DjVu when facing historical document.

6.2.3. Compression complexity – discussion

Besides compression efficiency, the encoding complexity and the run time takes an important role. While the complexity depends only on the constructed method, the run time relies on different factors such as the processor frequency, the memory bandwidth or the programming language.

We present in Table 5 a run time evaluation involving the best image compression standards (JPEG, JPEG 2000, JPEG XR, DjVu) and the proposed encoder, the evaluation has been conducted in the Win 8.1 Intel® Core i7 machine at 2.6 GHz. We note that the smallest image in the considered dataset takes 982 × 665 pixels, while the largest image takes 3297 × 1097 pixels.

In terms of the computing time, it seemed obvious that the majority of the commercial standards perform slightly better than the proposal since they are highly optimized. Nevertheless, the proposed encoder shows acceptable run time performance even if this property is highly affected by the iterative filter (see Eq. (6)) and the diffusion automation algorithm (see Algorithm 1). For example, encoding a document image with the proposed process takes an average of 2.6 s and may go up to 4.6 s. Finally, it is important to recall that the digitization and the archiving processes are often performed offline, so as the encoding run time would not be seriously constraining. In addition, the decoding process is nearly instantaneous, which makes the proposed method efficient and places it among the top of archiving solutions.

Table 5

<table>
<thead>
<tr>
<th>Approach</th>
<th>Min. (s)</th>
<th>Max. (s)</th>
<th>Average (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed encoder</td>
<td>1.3524</td>
<td>4.6088</td>
<td>2.5467</td>
</tr>
<tr>
<td>DjVu</td>
<td>0.6035</td>
<td>1.4192</td>
<td>0.6370</td>
</tr>
<tr>
<td>JPEG</td>
<td>0.3824</td>
<td>0.7958</td>
<td>0.5369</td>
</tr>
<tr>
<td>JPEG 2000</td>
<td>2.2529</td>
<td>17.5514</td>
<td>6.6045</td>
</tr>
<tr>
<td>JPEG-XR</td>
<td>0.6113</td>
<td>2.5091</td>
<td>1.3263</td>
</tr>
</tbody>
</table>

7. Conclusion

In this work, a new diffusion formalism dedicated for document image enhancement and restoration is proposed. Thereafter, two variants have been proposed to automate this diffusion formalism when dealing with the document enhancement task. The
The first method puts the emphasis on the edges contrast estimated through eigenvalues while the second method takes into account the edges coherence in terms of direction to discriminate foreground/artifacts within the degraded manuscript. Afterward, using judiciously one of these enhancement techniques, we develop a compression method totally suitable for historical document images. Indeed, we demonstrate throughout this study that current image compression standards, even those specialized in document images such as DjVu, fail to provide acceptable performances when applied on historical scanned manuscripts due to the important amount of artifacts on which those images are suffering. In addition, we demonstrate that applying an enhancement algorithm to reduce document artifacts before performing the encoding process is not the most suitable solution for archiving scanned document images.

Enhancement and compression performances of the proposed framework have been evaluated on overall DIBCO databases and some historical manuscripts collected from the Word Digital Library database. We have noticed, using some well known readability measures, that both proposed enhancement techniques outperform all the automatic-tuning methods of the state-of-the-art. In addition, we have shown that associating one of the proposed enhancement technique with a binarization algorithm improves considerably its performance. Concerning the compression, we have shown through some document image quality measurements that the proposed compression method greatly outperforms some well known standards such as JPEG, DjVu and JPEG2000/XR. Moreover, using the same document quality measurements, we have highlighted the advantages offered by the proposed joint method against some sequential compression–enhancement combination methods.

However, enhancement and compression performances could be both improved in future studies by incorporating other discriminant characteristics to distinguish foreground strokes in the image such as edges width could boost performances of the proposed scheme and extend the scope of its application.

Finally, it is important to stress that, except the Distance Reciprocal Distortion score [37] which correlates with the human visual perception, the document image enhancement field still does not have a solid quality score on which the readability and the contrast are quantified without dissociation. Furthermore, objective natural image measures could not be used to evaluate the quality of document images. Indeed, the natural image non-learning measures have not been trained on the degraded document images. In this study, we present interesting theoretical tools, such as the orientation of the structural tensor \( T \) and the intensity of the coherence measure ECM (see Eq. (10)), which could be used to develop new perceptual-based objective evaluation technologies dedicated to document images.
Fig. 13. Readability gain when performing JPEG and JPEG XR on enhanced document images with the ECM approach.

Fig. 14. Readability gain when performing DjVu and JPEG2000 on enhanced document images with the ECM approach.
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