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ABSTRACT

This paper introduces a novel image distortion measure based
on a non-redundant wavelet decomposition. The proposed
image quality measure is compared with the PSNR and a
previously introduced Wigner-Ville Distribution-based mea-
sure on some real images and simulated degradations. The
obtained results are assessed on the basis of consistency
with the subjective quality assessment and the complexity
of the measure.

1. INTRODUCTION

With the increasing use of applications based on visual data,
image quality assessment has become a crucial issue. Since
image quality is subjective in nature, its evaluation based on
subjective experiments is a widely accepted solution, in ad-
dition to the classical PSNR objective measure. However,
well established benchmarks for visual quality assessment
requires the use of several procedures which have been for-
malized by ITU recommendations [1]. These procedures
are complex, time consuming and not easy to reproduce in
a simple research environnement. Furthermore, they can-
not be used for online control of image/video quality. It
should be also noticed that perfect correlation with the Hu-
man Visual System (HVS) could never be achieved due to
the natural variations in the subjective quality evaluation.
These drawbacks led to the development of other practical
and objective measures. Basically, there are two approaches
for quantitative image quality measure. The first and more
practical one is distortion oriented like the MSE, PSNR and
other similar measures. However, for this class of distortion
measures, the quality metric is not always correlated with
the subjective evaluation for many types of degradations.
The second class of evaluation approaches corresponds to
HVS-modelling oriented measures. For these two classes
the computation of the image quality metric necessitates the
reference image. In the last decade, numerous methods for
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image distortion evaluation inspired from the findings on
Human Visual System mechanisms [2] have been proposed.
For some known distortions, it is possible to develop a mea-
sure which exploits the a priori knowledge on the image
degradation. Such approaches are used when some infor-
mation on the distortion nature and its predictability are well
understood. In this case, the computation of the quality met-
ric does not necessitate the reference image. Good results
have been obtained for measuring and controlling the dis-
tortions generated with block-based compression methods
[3]-[4].

This contribution aims at introducing a novel image dis-
tortion measure based on wavelet decomposition. Recently,
a distortion metric referred to asSNRW using the joint spa-
tial/spatial-frequency representation has been proved con-
sistent with the subjective evaluation for some distortions
[5]. The development of this metric was motivated by the
need for a simple distortion metric that is more closely cor-
related with human visual perception than other simple met-
rics, such as signal-to-noise ratio (SNR) and root
mean-squarred error (RMSE). The Wigner-Ville Distribu-
tion (WVD) was used as a part of this metric because it
is generally accepted in the vision research community that
the early stages of visual processing involve the creation of a
joint spatial/spatial-frequency representation [6]. However,
the method introduced in [5] is complex and quite time con-
suming. Furthermore, the 2D-WVD suffers from the disad-
vantages of aliasing and the presence of interference terms
which are unpredictable and non controllable. A window-
ing is then needed in order to reduce aliasing. To reduce
interference terms due to cross terms, a smoothing kernel
has to be used. One has to find a trade-off between reso-
lution and interference effect. It is not easy to reach this
compromise. It could be also noted that, if the real image
is multicomponent, which is usually the case in the applica-
tions involving color images, interference terms due to the
interaction between any two spectral components of the im-
age (real or complex) at different spatial frequencies makes
the spatial/spatial-frequency representation difficult to inter-
pret. Another difficulty is the high dimensionality (4D) of



the 2D-WVD. It is impractical to use full WVD, therefore
a Pseudo-WVD is used instead. Furthermore, one has to
compute the analytical 2D-signal, which is a difficult task.

All these limitations motivate us to look for another ap-
proach, which is based on the two-dimensional Wavelet Trans-
form (WT) [9]. The proposed image quality measure is
compared with the PSNR, the Wigner-Ville Distribution-
based measure on some real images and simulated degra-
dations. The obtained results are compared on the basis of
the subjective quality assessment, the complexity and the
relevance for image compression evaluation and control.

The paper is organized as follows: in the next section we
briefly introduce our notations. Then, we present the new
wavelet-based distortion measure. In Section 4 we com-
pare the results obtained with this evaluation metric with the
PSNR and Wigner-Ville Distribution-based measure. We
conclude and give some hints for future work in Section 5.

2. NOTATIONS

In this paper, we consider a decomposition on a two-dimen-
sional separable wavelet basis. In the discrete case, the sam-
ples of the original discrete image are usually considered
to be the approximation coefficients at the finest resolution.
The coefficients at rougher resolutions represent then the in-
ner products of the image with functions in the set
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wherejm ∈ N is the highest decomposition level (i.e. coars-
est resolution) andd represents the orientation:d ∈ {H,V, D}
(horizontal, vertical, diagonal details) ifj ∈ {1, . . . , jm−1}
andd ∈ {H,V, D, A} (A: approximation) ifj = jm.

In the sequel, we denote by{cd
j (k, l), (k, l)} the wavelet

coefficients of such a non-redundant decomposition, at the
resolution levelj and orientationd.

3. A WAVELET-BASED DISTORTION MEASURE

The criterion we propose, similar to an SNR, for measuring
the distortion between an original imagef and a distorted
versionf̂ , is defined as:

SNRWAV =

20 log10




∑

k,l,d

max
j

2−jsp
∣∣cd

j (kj , lj)
∣∣p

∑

k,l,d

max
j

2−jsp
∣∣cd

j (kj , lj)− ĉd
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where ĉd
j are the wavelet coefficients of the distorted im-

agef̂ ands is a positive constant. The indices(kj , lj) are
defined as follows:
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In other words, the local information around pixel(k, l) in
the original image is described by the coefficients(kj , lj)
for j ∈ {1, . . . , jm}. Our definition simply indicates that
we consider the maximum of the absolute value of the coef-
ficients over the trees spreading all the resolution levels and
corresponding to the same spatial location and orientation.

Moreover, one can easily check that the measure
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is a norm of the image

f . We can be tempted to relate this norm to a Besov norm on
the wavelet coefficients, which (provided that the wavelets
are regular enough) is equivalent to:
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wherep, q, s are the Besov parameters. This norm has been
used as a distortion measure [10, 11] to quantify the visual
effects of adding noise to an image. The criterion defined by
Eq. (1) cannot be reduced to a Besov norm but, ifq = ∞,
(2) becomes
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whereas, ifp = ∞, it reads
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In (1), the use of the maximum of the absolute value
of the difference over resolution levels is motivated and in-
spired by some findings on the nonlinear behaviour of the
HVS. Similar nonlinearities have been successfully used to



model intra-cortical inhibition in the primary visual cortex
in an HVS-based method for texture discrimination [7].

The weighting factor2−jsp, depending on the resolution
level and on the parameters, allows us to introduce a rough
perceptual masking effect: the influence of low frequency
subbands is attenuated in the computation of the quality cri-
terion. We can tune the value ofs in order to fit the structure
of the image. Moreover, if a stochastic fractal model (2D
fBm [12]) of the images is adopted, thep-th order statisti-
cal moments of the wavelet coefficients at each resolution
level are proportional to2jp(H+1), whereH ∈ (0, 1) is the
so-called Hurst parameter, which is directly related to the
fractal dimension of the image. So, by choosings = H +1,
we can compensate this power-law behaviour. Values of
s lower than 1 would correspond to long-range dependent
processes.

Note that a criterion similar to (1) could be defined by
replacing the wavelet basis by a trame. The potential advan-
tage would be to satisfy the translation invariance property
which is often desirable in image analysis tasks. However,
this would result in a high increase in computational com-
plexity.

4. SIMULATION RESULTS

We first perform a periodic separable wavelet transform on
the maximum decomposition levels:jm = min(log2 N, log2 M),
where(N, M) is the image size. We have chosen for sim-
ulations only linear-phase wavelets, their symmetry being
beneficial for the coefficient localization. The families that
have been used are the biorthogonal Daubechies 9/7 and the
cubic splines. In all the simulations we have usedp = 2.

The method has been tested on several types of degra-
dations. Fig. 1 shows the original “parrot” image (256 ×
256 pixels) and the corresponding degraded versions when
adding Gaussian noise, a grid pattern and when altering
by JPEG compression respectively. These images have the
same PSNR whereas the human evaluation reveals big dif-
ferences in quality. A number of observers (more than 25)
have been asked to evaluate the subjective quality of these
images and rank them according to their own judgement.
These results are used as a benchmark for testing the pro-
posed image measure. The results in Table 1 show a strong
correlation of theSNRWAV with subjective appreciation of
the image quality and also with the previously introduced
SNRW . Note that in these simulationss = 0.5, but the
same ranking is obtained for alls ∈ (0.2, 0.75). An addi-
tional advantage of criterionSNRWAV overSNRW is that
it can be computed much faster using the classical Mallat al-
gorithm for the computation of the wavelet representation.

5. CONCLUSIONS

We have presented an image quality measure based on the
discrete wavelet transform and compared it with a previ-
ously introduced Wigner-Ville Distribution measure. For
images presenting the same PSNR, the new distortion met-
ric is consistent with subjective quality ranking and less
complex than the WVD measure. Further improvements
could be achieved if an explicit contrast masking model is
incorporated in the design ofSNRWAV .
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Models for Image Processing”, IEEE Signal Procesing Mag-
azine, Sept. 2002, pp. 48-62



50 100 150 200 250

50

100

150

200

250

50 100 150 200 250

50

100

150

200

250

50 100 150 200 250

50

100

150

200

250

50 100 150 200 250

50

100

150

200

250

Fig. 1. Test images. From top to bottom and from left to right: the original image, and its distorted versions by addition of
Gaussian noise (PSNR = 23.70), of a grid pattern (PSNR = 23.70) and by JPEG compression (PSNR = 23.74).

Distorsion type/ Gaussian Noise JPEG compression Grid pattern
Quality metric
PSNR 23.70 23.70 23.74
SNRW 21.70 17.66 14.07
SNRWAV 1 30.63 29.33 25.75
SNRWAV 2 28.98 27.23 24.19
Subjective I II III

Table 1. Comparison of different quality measures on typical distorted images.SNRW stands for the Wigner-Ville based
metric. SNRWAV 1 corresponds to the criterion in (1) for biorthogonal 9/7 wavelets, whileSNRWAV 2 is the same measure
using cubic spline wavelets. Subjective evaluation ranks images from the best quality (I) to the worst one (III).


