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I. Thesis context 
 

Recent developments in acquisition and display technologies tend to add depth (3D) 
information to allow better immersion in virtual worlds and augmented reality. For instance, 
one of the potential 3D imaging techniques relies on the use of stereoscopic (or multiview) 
systems that generate two (or more) images of the same perceived scene. Such data have been 
widely used in various application fields like 3DTV, computer vision and medicine. As a 
result, the involved data amounts are prohibitive and constitute a major problem for its 
practical use. Therefore, it becomes mandatory to design efficient single and stereo images 
coding schemes in order to improve their reconstruction quality while reducing their storage 
capacity. 
For this purpose, transform coding schemes have been widely used in the literature. However, 
traditional fixed transforms, which work well for natural images, may not be as well-suited 
for images presenting specific structures and should be adapted to the inherent characteristics 
of the input images. Thus, in order to improve the image coding performance, it would be 
interesting to build adaptive transforms well adapted to the image contents. In this context, 
and more specifically with wavelet-based compression techniques, many research works have 
been devoted to lifting schemes (LS) which are composed of prediction filters and update 
filter to generate the wavelet coefficients. Therefore, in order to build an image content-
adaptive transform, a particular attention should be paid to the design of the prediction and 
update filters by optimizing a rate-distortion criterion [1]. 
 

II. Thesis objectives 
 

A key step in image and video compression algorithms corresponds to the prediction stage. 
Indeed, in a typical LS-based still image coding method, the prediction stage allows to 
compute the detail wavelet coefficients. This step is often optimized by minimizing an 
objective function [2]. Moreover, in stereo image coding (resp. video coding), the prediction 
step aims at generating one view (resp. one future frame) from a reference view (resp. 
previous frame) based on the estimated disparity (resp. motion) field. This step is also 
optimized by minimizing the reconstruction error [3].  
Recent advances in machine learning algorithms, and in particular in deep learning (DL) 
techniques, have shown the good performance achieved by such tools in different image 
processing applications. For instance, most of the first developed research works in DL have 
been devoted to computer vision tasks like image classification and recognition [4]. Recently, 
few research works related to inter-frame prediction and image compression have been 
published [5, 6, 7].  Indeed, the convolution neural networks (CNN) can be seen as feature 
extractors that transform the image and video into feature space with compact representation, 
which could be beneficial for image and video compression.  



Motivated by the great success of deep learning techniques, the aim of this thesis is to further 
explore these techniques for improving the image coding performance. More precisely, the 
objectives of this thesis can be summarized as follows: 
 

(1) First, an overview of the existing deep convolution neural networks will be performed 
to identify the appropriate models for image prediction and compression. For instance, 
particular interest will be given to Fully Connected Networks (FCN), Recurrent 
Neural Networks (RNN), Auto-Encoder (AE) and Generative Adversial Networks 
(GAN) architectures. A comparison study and complete analysis of these different 
architectures will also be carried out to evaluate their performances and better 
understand their advantages and limitations. 

(2) Second, and in order to design adaptive image coding methods, we will propose to 
resort to the appropriate neural networks models to optimize the prediction filters in a 
conventional lifting scheme-based image coding. This task can be achieved using 
global as well as local (i.e. patch)-based approaches. We should note that these 
approaches will be firstly validated in the context of single image coding and then 
applied to stereo images coding.                                              

(3) Third, as a continuity of the recent inter-frame prediction research works, the best 
architecture retained in the previous task (2) will be exploited to improve the 
prediction of one target view from a reference one in the context of stereo image 
coding. Due to the similarity of this problem with the video compression one, the 
developed method may also be validated in the context of video compression.  

(4) Finally, since the main problem with deep learning techniques is the burdens in 
computation and memory, we will also focus on the efficiency and impact of the 
different network parameters to obtain efficient compression algorithms appropriate 
for practical applications. 
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