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Overview, objectives, and relevance of the tutorial 

In recent years, artificial intelligence systems achieved state-of-the-art performances in image 
classification tasks. Specifically, classification algorithms surpassed top-5 human error rate of 
5.1% on ImageNet. Even though these advancements are promising, images in these datasets 
do not cover diverse real-world scenarios. Distortions may include perceptually unpleasant 
camera related issues like blur, motion blur, overexposure, underexposure, and noise. 
Moreover, environmental conditions such as rain, snow, and frost can affect the field of view. 
These non-ideal conditions impact the performance of artificial intelligence (AI) algorithms. 
Furthermore, gaining an insight into understanding the decision made by an AI algorithm under 
such scenarios is crucial in building robust AI models. Over the past a few years, there has 
been quite progress in AI Explainability. As an example, Grad-CAM has been widely used to 
visually justify the decision made by a classification network by answering ‘Why P?’ where P is 
its prediction. We add context and relevance to this question by answering `Why P, rather than 
Q?’ where Q is some contrast prediction. In some cases, such context can be more descriptive 
for interpretability. For instance, in autonomous driving applications that recognize traffic signs, 
knowing why a particular traffic sign was chosen over another is informative in contexts of 
analyzing decisions in case of accidents. This has a broader impact in applications such as 
medical and subsurface image analysis. Other modalities of the considered question include 
`Why P, rather than P?’ and `Why P, rather than all other classes?’. We show that explicitly tying 
the inference to these questions makes the neural networks more robust while also providing 
justifications that are contextually relevant. Specifically, we analyze robustness in the domain of 
recognition, out-of-distribution detection, novelty detection, open-set recognition, and Image 
Quality Assessment. 

The tutorial will have three major parts: 
Part 1: Explainability and Reasoning 
Part 2: Recognition under domain shift, Out-of-distribution and Novelty Detection 
Part 3: Image Quality Assessment and Saliency Detection 



 Outline: 
- Overview of algorithms robustness for image processing and analysis application 
- Overview of Explainability in AI and ML 
- A brief literature review of the recent works in both robustness and explainability in AI 

and ML for image processing and analysis applications 
- Activations-based versus gradients-based methodologies 

- Intuition behind gradients-based techniques 
- Utilizing gradients to explain networks behavior and empower them for better 

generalizability 
- The effectiveness of contrastive reasoning to provide better representation space 

than Inductive reasoning 
- Understanding the purview of neural networks 

- Applications to be discussed: 
- Recognition 
- Domain Adaptation 
- Open-set recognition 
- Out-of-distribution Detection 
- Novelty Detection 
- Adversarial Image Detection 
- Image Quality Assessment (IQA) 
- Saliency Detection 

- Overview of related papers and their available codes and datasets 
- Conclusions and take-away messages 
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