An Introduction to Machine Learning
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This matrix can be used to compute MA, OA, AR, AP.
Cross-Validation
Dimension of the Feature Space

Minimal Accuracy

>, 1y, =candy, = c)

Zn l(yn = C)

MA = min “4)

Overall Accuracy
0A= 3105 = ) ®)
=N & Yn = Yn
where X = [x,], is the data matrix in the testing set, and z,, are different lines. ¥, is the class predicted by a given predictor. y,, is
the true class for this sample. N is the number of lines of X.
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2 Mathematical notations

Yn, 1s the true class to which sample n belongs to.
Un is the predicted class for sample n.

1("Statement") is equal to 0 if "Statement" is wrong and 1 if "Statement” is correct.
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