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ABSTRACT

With the recent advances in stereoscopic display technolo-

gies, there is a growing demand for designing efficient stereo

image compression techniques. For this reason, a great atten-

tion should be paid to the disparity/estimation process used

to generate the residual image. In this paper, we propose

to improve the disparity compensation process in a typical

closed-loop-based stereo image coding scheme. A new for-

mulation of this process, based on a block dependent dictio-

nary, is developed. More specifically, the main idea aims to

link together the disparities yielding similar compensations

and assign a common disparity candidate to each subset of

disparities. Experimental results have shown the interest of

the proposed method in terms of bitrate saving and quality of

reconstruction.

Index Terms— Stereoscopic image, disparity estimation,

disparity compensation, compression, closed-loop structure.

1. INTRODUCTION

Stereo images correspond to a pair of views, called left and

right images, obtained by recording the same scene from two

slightly different view angles. These images play a key role in

various applications fields such 3D-cinema, 3D-TV, robotics,

video conferencing and tele-medicine [1]. As a result, a large

amount of stereo data has been generated which needs to be

efficiently encoded for storage and transmission purpose.

To this end, the intuitive coding approach consists of encod-

ing separately each view by applying still image compression

techniques. However, since the left and right images present

similar contents, state-of-the-art methods resort to disparity

compensation-based coding approaches [2]. Indeed, most

pixels of a given view can be found in the other one thanks to

a horizontal displacement referred to as a disparity map. Once

the disparity map is available, most of the reported stereo cod-

ing schemes proceed as follows [3–5]. First, one image (for

example the left one) is selected as the reference image. Then,

the other one, called target image, is predicted from the ref-

erence one using the estimated disparity field. This step is

known as disparity compensation. After that, the difference

between the original right image and the predicted one, called

residual image, is generated. Finally, the reference image and

the residual one as well as the disparity map are encoded.

Therefore, one of the key steps that has a great impact on

the performance of stereo image coding schemes concerns the

disparity estimation/compensation task. For this reason, the

disparity estimation problem has been extensively studied in

the literature [6,7]. Generally, block-based or pixel-based ap-

proaches can be used [8–10]. While pixel-based approaches

compute the disparity for each pixel of the image leading to a

dense map, the block-based ones assume that the disparity is

a blockwise constant. Among them, the block-matching tech-

nique has been widely used for video and stereo compression

purpose [4, 11].

Based on the fact that different disparity maps can yield simi-

lar predicted right images (i.e. similar disparity-compensated

images), we propose in this paper to exploit such additional

redundancies that may exist among the disparities. More pre-

cisely, we provide an algorithm yielding a Block dependent

Dictionary (BD) at the encoder and the decoder side. To this

respect, disparities yielding similar compensations are linked

together and have a common disparity candidate. Then, these

subsets of disparities are labeled in the decreasing order of

their likelihood.

The remainder of this paper is organized as follows. In Sec-

tion 2, we recall some basic facts on the standard residual-

based stereo coding scheme as well as the disparity estimation

problem. In Section 3, we describe the proposed BD-based

disparity compensation approach. Finally, in Section 4, ex-

perimental results are given and some conclusions are drawn

in Section 5.

2. DISPARITY-COMPENSATED BASED STEREO

IMAGE CODING

2.1. Standard coding structure

As mentioned before, the basic idea behind most of the re-

ported stereo image coding methods consists of encoding a

reference image I l, a residual one Ie and a disparity map d.



Fig. 1. Standard closed-loop-based stereo coding scheme.

Generally, we can distinguish two main structures according

to the disparity estimation/compensation process.

The first one, referred to as open-loop structure, performs

the disparity estimation/compensation (DE/DC) stage on the

original reference image I l at the encoder side. However,

at the decoder side, the decoded reference image Ĩ l will be

used during the disparity compensation stage. Thus, the main

drawback of this structure is that the encoder and decoder

side do not use the same reference image which makes it sub-

optimal.

To alleviate this problem, a closed-loop structure has been de-

veloped [4, 8]. Thus, as shown in Fig. 1, the reference image

(i.e. the left one I l) is firstly encoded and decoded. Then,

the disparity estimation/compensation stage is performed on

the decoded left image Ĩ l to generate the residual image Ie =
Ir − Îr. We should note that previous works have shown

the interest of this structure compared to the open-loop one

in terms of reconstruction error [4]. For this reason, we fo-

cus in this paper on a closed-loop-based stereo image coding

architecture.

2.2. Disparity estimation/compensation process

The disparity estimation/compensation stage plays a cru-

cial role in designing efficient joint stereo image coding ap-

proaches. For instance, in the context of coding application,

block-based ones (more specifically the block-matching tech-

nique) are preferred since a single disparity value is assigned

to all the pixels within the block. This technique consists

firstly in partitioning the target image (i.e. the right one Ir)

into nonoverlapping blocks of size bx × by , which are then

compared to the candidate blocks located in a search area S

of the decoded left image (since a closed-loop structure is

considered). Finally, the disparity map dm(i, j) for a current
block in Ir is obtained by minimizing a given cost functional:

dm(i, j) = argmin
d∈S

‖Ir(i, j)− [Ĩ l ⊕ d](i, j)‖ (1)

where (i, j) are the spatial coordinates associated with the top
leftmost pixel in the block, [Ĩ l⊕d](i, j) represents the dispar-
ity compensated block associated to the possible candidate

disparity value d, and ‖ · ‖ is the mean square root of the cur-
rent block. Note that Ir(i, j) and [Ĩ l⊕d](i, j) are matrices of
components Ir(i+m, j+n) and Ĩ l(i+m, j+n+ d) where
0 ≤ m ≤ bx − 1 and 0 ≤ n ≤ by − 1.

3. BUILDING A BLOCK DEPENDENT DICTIONARY

The proposed coding scheme processes the right image as

a set of nonoverlapping blocks. For each block, we build

a dictionary that contains only candidate disparities which

would yield images being sufficiently different from one to

another. Contrary to the conventional disparity estimation

method where both views are used to generate the disparity

map, the proposed dictionary is built based only on the de-

coded left image I l.

Note that the decoder has access to the same decoded image

Ĩ l and can therefore build the same BD using the same algo-

rithm. As a consequence, the only information to be transmit-

ted is the index of the selected candidate disparity. Moreover,

blocks having smooth areas will yield dictionaries of smaller

size, where disparities are linked to a small number of candi-

date disparities.

3.1. Problem statement

The block dictionary, denoted by A, is defined as a set of

subsets of disparities (Dc)c, an application Φ transforming

the possible disparity values into candidate disparities, and an

application Ψ assigning labels to the candidate disparities:

A =
(

(Dc)c∈{1,...,C},Φ,Ψ
)

(2)

where C is the number of candidates,Dc is used for partition-

ing the range of disparities into subsets of disparities yielding

similar predictions in a given block of the right image, and Φ
is used to identify the specific candidate of the subset Dc.

From a clustering view point, candidates should be seen as

centers of subsets (Dc)c. Thus, Φ
−1(d) refers to the subset

Dc containing d and whose center is Φ(d), and Ψ(d) is the
index that will be transmitted instead of the disparity d.

We are looking forward to find a dictionary while minimizing

its size C subject to the following constraints:

• C1 The set of subsets (Dc)c∈{1,...,C} is a partition of

the range of possible disparities {0, . . . , D − 1}
{

⋃C

c=1 Dc = {0, . . . , D − 1}
∀c 6= c′, Dc

⋂

Dc′ = ∅
(3)

• C2 Each subset is bounded by a ball centered at Φ(d)
and of radius T .

∀c, ∃d, such that Dc = Φ−1(d) and its center is Φ(d)

∀d,
∥

∥

∥
[Ĩ l ⊕ d](i, j)− [Ĩ l ⊕ Φ(d)](i, j)

∥

∥

∥
≤ T (4)



where T is a parameter representing the upperbound of

the distortion. This parameter achieves a trade-off be-

tween the quality of the predicted image and the coding

cost of the index.

• C3Ψ(d) is a non-increasing sequence of the size of Dc

containing d:

∀d, d′, if |Φ−1(d)| ≤ |Φ−1(d′)|, then Ψ(d) ≥ Ψ(d′) (5)

where | · | refers to the size of a given set.

This constraint indicates that the greater the size of subsets

|Dc| is, the more likely this disparity candidate will be se-

lected.

Figure 2 illustrates the objective of building a BD for an ex-

ample of eight possible disparity values {d1, . . . , d8}.

d3 = Φ(d1) = Φ(d3)
= Φ(d5)
d4 = Φ(d2) = Φ(d4)
d7 = Φ(d6) = Φ(d7)
= Φ(d8)

↓
|Φ−1(d3)| = 3
|Φ−1(d4)| = 2
|Φ−1(d7)| = 3

↓
Ψ(d3) = 1
Ψ(d4) = 3
Ψ(d7) = 2

Fig. 2. Up: example of graph connecting disparities dp and dq

when ‖[Ĩ l ⊕ dp](i, j)− [Ĩ l ⊕ dq](i, j)‖ ≤ T . Down: example

of three clusters with centers d3, d4, d7. Right: example of

sorted labels Ψ(d3),Ψ(d4),Ψ(d7) with respect to the size of
the clusters |Φ−1(d3)|, |Φ

−1(d4)|, |Φ
−1(d7)|.

In this example, all disparities are connected with a black line

on the upper graph of the figure. The lower graph displays

with different color lines the subsets of disparities that fulfill

the constraints mentioned above. Finally, on the right side of

the figure, we give the values of Φ and Ψ corresponding to

this configuration.

3.2. Proposed algorithm

We propose in this part a new solution for finding the BD. The

following procedure is performed for each block:

• S1 For each disparity d ∈ {0, . . . , D−1}, if d is too far
from any center, then there is a new candidate which, at

first, is considered as the center of the subset containing

only itself.

If ‖[Ĩ l ⊕ d](i, j)− [Ĩ l ⊕ Φ(d)](i, j)‖ > T,

then
C := C + 1
Φ(d) = d

(6)

• S2 Link each disparity with the nearest center without

changing the subset of all centers {Φ(0), . . . ,Φ(D− 1)}

Φ(d) = argmin ‖[Ĩ l ⊕ d](i, j)− [Ĩ l ⊕ d′](i, j)‖
d′ ∈ {Φ(0), . . . ,Φ(D − 1)}

• S3 Choose the best center for each subset of disparities

without changing these subsets of disparities Φ−1(d)

Φ(d) =

argmin
d′′∈Φ−1(d)

∑

d′∈Φ−1(d)

‖[Ĩ l ⊕ d′′](i, j)− [Ĩ l ⊕ d′](i, j)‖2

• S4 Remove each pair of centers (d, d′) that is too close
to each other

for each center d

for each center d′

if ‖[Ĩ l ⊕ Φ(d)](i, j)− [Ĩ l ⊕ Φ(d′)](i, j)‖ ≤ T,

then remove center d′

• S5 Repeat steps S1, S2, S3 and S4 as long as the dic-

tionary is still evolving in a non-periodic fashion.

• S6 Find Ψ such that constraint C3 is satisfied using a
sorting process.

It is important to note that, even though there is not a unique

Ψ that fulfills (5), we can guarantee that the BD will be the

same at the encoder and the decoder side since they use the

same sorting strategy.

3.3. BD-based compensation

Once the BD is built and thereforeΦ andΨ have been defined,

we need to transmit for each block in Ir an index s(i, j) given
by:

s(i, j) = Ψ
(

argmin
∥

∥

∥
Ir(i, j)− [Ĩ l ⊕ d](i, j)

∥

∥

∥

d ∈ {Φ(0), . . . ,Φ(D − 1)}

)

(7)

Thus, the predicted block Îr(i, j) is obtained thanks to the

index s as follows:

Îr(i, j) = [Ĩ l ⊕ Ψ−1(s)](i, j) (8)

where Ψ−1(s) refers to the disparity centering the subset la-
beled as s by Ψ.



Block Dictionary Block Matching

Stereo Images Bitrate PSNR Bitrate PSNR

DEIMOS 8 0.045 25.49 0.068 25.56

DEIMOS 13 0.060 24.91 0.072 24.96

DEIMOS 67 0.037 30.72 0.064 30.99

JISCT Synth 0.073 23.76 0.083 23.86

CMU Fruit 0.060 18.36 0.086 18.56

SYNTIM Angle 0.030 29.18 0.054 29.78

Table 1. Bitrate (in bpp) of the disparity maps and the dis-

tortion (in terms of PSNR) of their corresponding disparity-

compensated left images.

BD-Compensation vs BD-Compensation

BM-Compensation vs Independent

Stereo Images low middle low middle

DEIMOS 8 0.35 -0.04 2.24 0.61

DEIMOS 13 0.12 0.01 1.22 0.87

JISCT Synth 0.17 -0.06 0.12 0.42

SYNTIM Angle 0.02 -0.26 0.01 -0.46

Table 2. Average PSNR difference at low and middle bitrates.

The gain of the BD technique w.r.t the BM-based residual

coding scheme and the Independent one.
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Fig. 3. PSNR (in dB) versus the bitrate (in bpp) for the stereo

pair “DEIMOS 8”.

4. EXPERIMENTAL RESULTS

The simulations are performed on different stereo images

downloaded from various standard databases such as CMU1,

JISCT2, SYNTIM database3, and DEIMOS4 [12]. The dis-

parity estimation techniques are performed by using a 8 × 8
block size. Concerning the proposed BD-based approach, the

parameter T is set to 20.6. In what follows, we illustrate the

1http://vasc.ri.cmu.edu/idb/html/stereo/
2http://vasc.ri.cmu.edu/idb/html/jisct/
3http://perso.lcpc.fr/tarel.jean-philippe/syntim/paires.html
4http://www.deimos-project.cz/tag/stereo

impact of the proposed method on the disparity compensation

stage as well as the overall stereo image compression perfor-

mance. To this end, we firstly compare it with the standard

block-matching technique in terms of the quality of the pre-

dicted right image. Recall that this latter corresponds to the

disparity compensated left image used generally in residual-

based stereo image coding schemes.

Table 1 gives the bitrate of the resulting disparity maps as

well as the PSNR of the predicted right images. Note that

these results are obtained by using the original left image

as a reference and the disparity maps are encoded with the

arithmetic encoder. As it can be seen in Table 1, while the

two methods lead to similar quality of reconstruction, our

approach presents the advantage of reducing the bitrate of the

disparity maps.

In addition, we have also evaluated these methods in the

context of a typical closed-loop-based stereo image cod-

ing scheme. As mentioned before, the reference image is

firstly encoded and decoded by using the 9/7 wavelet trans-

form retained in the lossy compression mode of the standard

JPEG2000 [13]. Then, the disparity compensation steps

based on the Block-Matching (BM) technique and the pro-

posed BD one are performed to generate the residual images.

Finally, the 9/7 transform is also applied to the obtained

residual images. These schemes, denoted in what follows

by “BM-Compensation” and “BD-Compensation”, will also

be compared with the “Independent” scheme where the 9/7

transform is applied separately to the left and right images

(without disparity estimation/compensation process).

Fig. 3 illustrates the variations of the average PSNR versus

the average bitrate of the stereo pair “DEIMOS 8” for these

different methods. It can be noticed that the BD-based ap-

proach leads to an improvement compared with the classical

BM-technique, especially at low bitrate, where the improve-

ment can reach 1.5 dB. We have also evaluated these methods

with the Bjontegaard metric [14]. The results are provided

in Table 2 for low and middle bitrates corresponding re-

spectively to the four bitrate points {0.11, 0.13, 0.22, 0.25}
and {0.42, 0.47, 0.53, 0.58} bpp. It can also be observed

that our method clearly outperforms the independent coding

scheme. Moreover, compared to the BM-based residual cod-

ing scheme, our method results in an average gain of about

0.02-0.35 dB.

5. CONCLUSION

In this paper, we have focused on the disparity estima-

tion/compensation stage to improve the performance of

residual-based stereo image coding schemes. To this end,

a new formulation based on a block-dependent dictionary has

been addressed. Experimental results have shown the bene-

fits of the proposed approach in the context of stereo image

coding.
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