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ABSTRACT
This paper proposes two algorithms for tracking a region of
interest. Given a fairly small number of spatial points at each
frame and a high level of outliers, a bounding box is drawn
around the region of interest. The first algorithm searches the
bounding box having the greatest density. The second algo-
rithm searches the bounding box whose theoretical 2D ran-
dom distribution matches best with the 2D empirical random
distribution. An estimate of the error is also provided by the
second algorithm.

These two algorithms are tested on synthetic data and real
data: the second algorithm has better performance on syn-
thetic data, whereas the first algorithm has better performance
on real data and could be used in real-time applications.

As information related to a feature can be represented as a
set of points, these algorithms may prove useful to computer
vision designers in feature selection or in data fusion (fusion
of different tracks derived from different features).

Index Terms— Tracking, Interest Points, Feature Selec-
tion, Data Fusion.

1. INTRODUCTION

There is an increasing number of video-based contents avail-
able and a growing demand for extracting high level informa-
tion from these videos: tracking, video retrieval from large
databases, video-based recognition, action recognition.

Tracking plays an important role in computer vision, (a
survey can be found in p. 8-12 of [16]). With the substantial
literature on the topic, a wide choice exists when designing
a tracker. Low-level features can be colour [13] (choice of
a colour space), texture [12], intensity and orientation of
motion (optical flow or interest points), edges [7], related to
the background [18]. Such information can be collected in
various ways so as to be robust with respect to small changes:
histograms, local binary pattern [12]. Information can be
collected over the whole region of interest, or restricted to
edges [22] or interest points [15]. Information can be first
fused in spatial- and then in time-domain (mean-shift with
scale adaptation [5]). Information can also be fused in time-

and then in space-domain (particle filtering). Hybrid methods
exist too [10, 4].

Unifying these algorithms in a common framework is an
issue: softwares are being developed [14]. In the future, it
should become a major issue, as it would allow the use of the
best algorithms with no restrictions on how a designer may
choose the relevant features, the assumptions related to the
motion and the target’s shape. It would help applying feature
selection as in [13]. When commenting on the survey, [1]
states: Given the fact that something as simple as face detec-
tion requires sophisticated models that are often dedicated to
a given task in terms of parameter settings rather than generic
in nature, confirms the highly complex nature of studying hu-
man dynamics. The development of technology that minimizes
parameter settings and works in any unconstrained environ-
ment, is the holy grail of most research.

This paper is an opportunity to promote the use of spatial
points as the generic way of collecting the information pro-
vided by any given feature. In terms of the trade-off between
complexity and precision, the arguments in favour are listed.

• Spatial-points-based methods should be better than
density-based methods, just like edge-based methods
can seem better than region-based methods [22].

• Spatial points may entail sufficient information, as
D.M. Gravila in [8] recalls: some experiments in hu-
man perception have been made with moving light dis-
plays attached to body parts; the studies have shown
”human observers can almost instantly recognize bio-
logical motion patterns even when presented with only
few of these moving dots”.

• Using non-equally spaced points allows high precision
in some areas and low precision in other areas, this has
been a research issue in image compression, [23].

The promoted viewpoint is illustrated in [15], where action
recognition is achieved on the KTH database [20] and the
Weizmann database [2]. Interest points are first computed
by averaging locally the optical flow and selecting the points
having a residual motion, most of the points being near the



person and some points being all over the image. Outliers
are pruned out using the RANSAC algorithm recalled on p. 3
of [15]. The position of the person is then estimated by fitting
the maximum number of interest points in a BB of known size.
Features related to the action are extracted by computing the
average empirical distribution of these interest points inside
the window.

The viewpoint is also illustrated in a tracking algorithm
in [7], where spatial points are computed using a hysteresis
thresholding on the gradient’s magnitude and on the change
in the gradient’s direction. The use of a probabilistic model
enables to set a relationship between the size of the BB and
the threshold. A split and merge algorithm is used to find the
BB.

This paper proposes two algorithms that find the unique
BB given a set of points, most of these points being near the
target and some being anywhere in the image. These two al-
gorithms can be considered as trackers when combined with
a Kalman filter designed with appropriate assumptions on the
target’s motion and when combined with an appropriate Hid-
den Markov Model (HMM) to find track initiation and termi-
nation. These two algorithms and some others are presented
in section 2, together with synthetic data. In section 3 the two
algorithms are transformed into trackers and tested on real
data. Section 4 ends the paper with a conclusion.

Fig. 1. Frame extracted from a video of the KTH database; the
white crosses mark the interest points associated with pixels
having a residual motion.

2. DESCRIPTION OF THE SYNTHETIC DATA AND
OF THE PROPOSED ALGORITHMS

Figure 1 shows a frame extracted from a video of the KTH
database where the white crosses mark the interest points as-
sociated with pixels having a residual motion (steps 3 and 4
of the Tracking Algorithm in section 3). Most of these points
are near the walking person, some are quite far apart. The
challenge is to find an estimate of the true BB given the set
of points and algorithms solving this challenge appear not to
be available in the literature. The set of points is denoted Mn

and the BB is defined by the coordinates of the lower left point

(xm, ym) and the upper right point (xM , yM ). The main as-
sumption is that the points are drawn from a mixture of two
uniform distributions, the first covers the entire image and the
second is restricted to the BB. Note that in [7], the binomial
distribution used is derived also from a uniform distribution:

Mn = (1− χn)Un + χnWn (1)

where notations are defined as:

Un  U([0, 1]× [0, 1])
Wn  U([xm, xM ]× [ym, yM ])
χn  B(1, p) (i.e. P (χn = 1) = p)

(2)

Five algorithms are presented in the order of increas-
ing complexity. Their Matlab implementation is available at
http://www-l2ti.univ-paris13.fr/∼dauphin/.
The first three algorithms find seperately estimates of xm, xM
and ym, yM using seperately the x-coordinates and the y-
coordinates of the Mn-points.

The first algorithm, named MAX, finds the smallest rect-
angle enclosing all the Mn-points:


x

(1)
m = min1≤n≤N xn

x
(1)
M = max1≤n≤N xn

y
(1)
m = min1≤n≤N yn

y
(1)
M = max1≤n≤N yn

(3)

The second algorithm, named BTC, is inspired by the
Block Truncation Coding (BTC) technique used in image
compression [6]. Statistical evaluations are computed using
the x- and y-coordinates of Mn: mean (< xn >, < yn >),
standard deviation (σx, σy), ratio of the number of points
whose x-coordinates/y-coordinates are greater than their
mean ( Nx

N−Nx , Ny
N−Ny ). The BB is derived from these sta-

tistical evaluations in the same way as a BTC decoder gives a
bilevel approximation of a n× n block [6]:
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where x- and y-notations are defined as

< xn >= 1
N

∑N
n=1 xn

Nx = #{n|xn ≥ < xn >}
σx =

√
< (xn− < xn >)2 >

(5)



The third algorithm, named LR, is a Linear Regression; it
takes advantage of the great quantity of data available in this
stochastic definition of the challenge. The regression formula
are two multivariate polynomials of order three. The five
features have been chosen for their diversity: the median (x̃,
ỹ), the coordinates ranked to be the fifth smallest (x[5], y[5])
and the fifth greatest (x[N−5], y[N−5]), the mean absolute
error (< |xn − x̃| >, < |yn − ỹ| >), the mean squared er-
ror w.r. to the median (

√
< (xn − x̃)2 >,

√
< (yn − ỹ)2 >).

The fourth algorithm, named DMX (Density Maximisa-
tion), finds the BB by maximising the ratio of the density of
points inside the BB to the density of points outside the BB.
Maximizing the density of points inside the BB as in [15]
would yield too small BB, (note that [15] searches BB of fixed
size). [7] is slightly different as it assumes that a local mea-
sure of meaningfulness is available, which is indeed appro-
priate when a large amount of data is available. [7] achieves
also multi-object tracking. The objective function of DMX is
defined as:

[xm, ym , xM , yM ] = arg max
I

[
#{n|(xn, yn) ∈ I}
#{n|(xn, yn) 6∈ I}

S − SI

SI

]
(6)

This objective function is not concave and mean-shift like
algorithms should not be used. The searching space is first
reduced to BB whose four sides are set on some of the Mn-
points. The algorithm used is a tree traversal algorithm [17].

The DMX algorithm
1: Select the MAX BB.
2: Find the 4 BB by moving inwards each side

of the BB.
3: Select the best of the 4 BB.
4: Repeat 2 and 3 as long as the BB is not empty.
5: Select the best of all BB.

Fig. 2. Density of probability of J defined in (11) and down
on the far left minimal values of J for several given sets of
points.

The fifth algorithm, named BHM for Bivariate Histogram
Matching, finds the BB whose theoretical 2D distribution
matches best the empirical 2D distribution. This idea is usu-
ally implemented using the Bhattacharyya factor [5]. The use
of the Bhattacharyya factor has two drawbacks.

• It is necessary to choose an appropriate scale at which
values are quantified and binned.

• It is difficult to estimate the error.

BHM avoids these drawbacks: computing the empirical cu-
mulative distribution function needs not choosing any scale;
the statistical estimator used seems to be distribution free
which helps estimating the error.

The statistical criteria is an extension of the Cramér-von
Mises (CVM) criteria to bivariate distributions as in [11].
CVM has been chosen rather than the more often used
Kolmogorov-Smirnov criteria. The reason is that the gradient
of the CVM-objective function is regular: CVM is defined
with a square norm whereas the Kolmogorov-Smirnov is
defined with a maximum norm.

As explained in [11] and regarding bivariate distributions,
there are four definitions of causality and hence four defini-
tions of bivariate cumulative distributions:

P (X ≤ x and Y ≤ y)
P (X ≤ x and Y > y)
P (X > x and Y > y)
P (X > x and Y ≤ y)

(7)

The criteria compares the empirical cumulative distribu-
tion with the theoretical cumulative distribution at the Mn-
points and for each of these four definitions of causality. The
four sets of values of the four empirical cumulative distribu-
tions are defined as:

HN++(n) = 1
N #{k|(xk ≤ xn) and (yk ≤ yn)}

HN−+(n) = 1
N #{k|(xk > xn) and (yk ≤ yn)}

HN−−(n) = 1
N #{k|(xk > xn) and (yk > yn)}

HN+−(n) = 1
N #{k|(xk ≤ xn) and (yk > yn)}

(8)

The four theoretical cumulative distributions are defined
as:

HT++(x, y) = (1− p)xy + pFxm,xM (x)Fym,yM (y)
HT−+(x, y) =

(1− p)(1− x)y + p(1− Fxm,xM (x))Fym,yM (y)
HT−−(x, y) =

(1− p)(1− x)(1− y)+
p(1− Fxm,xM (x))(1− Fym,yM (y)

HT+−(x, y) =
(1− p)x(1− y) + pFxm,xM (x)(1− Fym,yM (y))

(9)

where Fm,M is the cumulative distribution of a uniform distribution:

Fm,M (s) =
1[m,M ](s)

M −m (s−m) + 1(M,1](s) (10)

The objective function is defined as the mean square dif-
ference between the four empirical distributions and the four
theoretical distributions:

J = 1
4N

∑N
n=1 J

++
n + J−+

n + J−−
n + J+−

n

(xm, ym, xM , yM ) = arg min J (xm, ym, xM , yM , p)

where

J++
n = (HT++(xn, yn)−HN++(n))2

J−+
n = (HT−+(xn, yn)−HN−+(n))2

J−−
n = (HT−−(xn, yn)−HN−−(n))2

J+−
n = (HT+−(xn, yn)−HN+−(n))2

(11)



This minimisation is computed with Matlab’s implemen-
tation of the Levenberg Marquardt algorithm, the gradient be-
ing defined in a seperate formula.

Algorithm Time Per Frame Distance
MAX 1.5× 10−4 38.5
BTC 3.3× 10−4 28.0
LR 4.4× 10−3 26.1

DMX 1.7× 10−2 24.0
BHM 2.8× 10−1 15.4

This table shows for each of the five algorithms the pro-
cessing time and the error (defined as the average distance
between the two extreme points of the estimated BB and the
corresponding points in the true BB, this distance is measured
in pixels and should be compared to the size of the images that
is 160× 120); and as expected, better precision is achieved at
the cost of an increased processing time.

Fig. 3. Left: estimated error of x̂m ŷm x̂M ŷM derived
from (16) compared to the true errors. Right: Mn (crosses),
true BB (grey rectangle), estimated BB (dark rectangle), error
bounds (ellipses).

An algorithm computing an approximation of the error of
the BHM’s estimate of the BB is now presented. Numeri-
cal simulations show that J is distribution free and follows
a distribution that depends only on N = #{Mn} (CVM is
not necessarily distribution free [11]). This distribution is de-
noted J 7→ f∗J (J), it is shown on figure 2 for N = 30.

Figure 2 shows also down on the far left that the obtained
values of J are far below the average values of J . The rea-
son is that the algorithm finds a theoretical cumulative dis-
tribution that overfits the empirical cumulative distribution.
Many other values of p, xm, ym, xM , yM are equally likely
even when the objective function is slightly increased. In a
Bayesian framework, the mean and the covariance of the es-
timate is given by:

K =
∫

Ω
f∗J (J(X))P (X)|d4X|

E[X] = 1
K

∫
Ω
Xf∗J (J(X))P (X)|d4X|

Σ = E[(X − X̂)(X − X̂)T ]

= 1
K

∫
Ω

(X − X̂)(X − X̂)T f∗J (J(X))P (X)|d4X|

(12)

where Ω = {XT = (xm, ym, xM , yM )|xm < xM&ym <
yM} is the set of candidate solutions of the BB and P (X) ∝
1Ω(X) is the prior.

The approximations consists in replacing f∗J by an expo-
nential distribution which models the decay of f∗J :

fJN (J) ≈ γNe−
J
γN (13)

where γN = 1√
N

(
0.011 + 0.298

N − 0.348
N2 + 0.289

N3

)
≈ E[J ]

A second-order Taylor expansion of the objective function
is computed:

J ≈ J(X̂) + 1
2
(X − X̂)TH+(X − X̂) (14)

where XT = [xm ym xM yM ] and H+ is a positive approxi-
mation [9] of the hessian. The prior and the searching space
are also enlarged. (12) is approximated by:

K ≈
∫
R4 γne

− J(X̂)
γn e

− 1
2γn

(X−X̂)TH+(X−X̂)|d4X|

E[X] ≈ 1
K

∫
R4 γne

− J(X̂)
γn Xe

− 1
2γn

(X−X̂)TH+(X−X̂)|d4X|

Σ ≈ 1
K

∫
R4 γne

− J(X̂)
γn (X − X̂)(X − X̂)T

e
− 1

2γn
(X−X̂)TH+(X−X̂)|d4X|

(15)

From all these computations, a simple expression of the co-
variance error is derived:

{
E[X] ≈ X̂
Σ ≈ γnH−1

+

(16)

Figure 3 shows on the left the estimated error of x̂m, ŷm,
x̂M , ŷM derived from (16) compared to the true errors. On the
right the crosses mark the points, the grey rectangle indicates
the true BB, the dark rectangle indicates the estimated BB and
the ellipses indicate the error bounds. This figure shows that
the estimated covariance error is a little overestimated.

3. APPLICATION TO A REAL PROBLEM

The video extracted from the KTH database is composed
of a set of short videos where a person walks from left to
right. To illustrate the promoted viewpoint, only motion has
been chosen as a feature and interest points as a data rep-
resentation. The overall tracking algorithm is defined in the
following table.



G1 G2 G3 G4

Fig. 4. G1: x-coordinates of left and right sides of the
BB as a function of time, (red/grey is the DMX estimation).
G2: y-coordinates of lower and upper sides of the BB as a
function of time (red/grey is the DMX estimation). G3: x-
coordinates of left and right sides of the BB as a function of
time, (green/grey is the BHM estimation with estimated er-
ror). G4: y-coordinates of lower and upper sides of the BB
as a function of time (green/grey is the BHM estimation with
estimated error). The dark line is the ground truth.

The Tracking Algorithm
1: Computations of interest points at each frame

with the SURF algorithm [3].
2: Use of the RANSAC algorithm [15] to

find the dominant motion.
3: Subtraction of each frame with the preceding

shifted frame (according to the dominant
motion).

4: Computation of the new set of interest points,
named Mn.

5: Computation of the mean square error of the
standard deviation of x- and y-coordinates.

6: HMM processing using the implementation
from [19].

7: Optimization of parameters (using the assumption
that there should be a small number of segmented
shots).

8: Temporal morphological filtering of the
temporal segmentation.

9: Application of the DMX and the BHM to the
Mn-points in each shot to find the BB.

10: Linear correction of BB with a true BB
from a given frame.

11: Kalman smoothing of the BB using the error bound
estimate (16): implementation from K. Murphy
and choice of state system inspired by [5].

Figure 4 shows on G1 the x-coordinates of left and right
sides of the BB as a function of the time frame number,
(red/grey line is the DMX estimation). It shows on G2 the
y-coordinates of lower and upper sides of the BB as a func-
tion of the time frame number, (the red/grey line is the DMX
estimation). It shows on G3 the x-coordinates of left and
right sides of the BB as a function of the time frame number,

Fig. 5. Left: x-coordinates of left and right sides of the BB as
a function of time, (red/grey is the RMT estimation). Right:
y-coordinates of lower and upper sides of the BB as a function
of time (blue/grey is the RMT estimation). The dark line is
the ground truth.

(the green/grey line is the BHM estimation with estimated
bounding error). The dark line is the ground truth. It shows
on G4 the y-coordinates of lower and upper sides of the BB
as a function of the time frame number (the green/grey line is
the BHM estimation with estimated bounding error). The BB
accounts for the size and position of the person walking (here
from the left to the right), BB also accounts for the interior
movements (the arms are swinging and an oscillation appears
on the ground truth curves. Tracking using DMX exhibits
good precision, however tracking using BHM exhibits less
precision.

This overall tracking algorithm is tested against a real-
time Robust Motion Tracking algorithm [21] that is here
named RMT and which achieves background subtraction,
connected component region segmentation and Kalman fil-
tering. The implementation is from Fabian Wauthier. Pa-
rameters have not been modified with respect to that video.
Post-processing consists in selecting the greatest BB. Figure 5
shows on the left the x-coordinates of left and right sides of
the BB as a function of the time frame number, and on the
right the y-coordinates of lower and upper sides of the BB
as a function of the time frame number. The blue/grey line
is the RMT estimation and the dark line is the ground truth.
Hence RMT tracking is achieved with high precision during a
short period of time. It then keeps record of the last estimate,
yielding flat lines on figure 5.

4. CONCLUSION

This paper attempts to illustrate how spatial points can be
used as a unifying framework to represent data extracted from
any feature. Such a framework would help doing information
fusion and feature selection. Two algorithms are proposed,
they transform a set of points into an estimate of the bound-
ing box (BB). The first algorithm finds the BB for which the
density of points inside the BB is highest while the density
of points outside is the smallest. The second algorithm finds



the BB whose theoretical 2D cumulative distribution matches
best the empirical 2D cumulative distribution. The second al-
gorithm has better results on synthetic data, however the first
algorithm has better results on real data.

This discripancy between the performance on synthetic
data and on real data raises important questions. Should the
distribution inside the BB and in the neighbourhoods be less
deterministic? Should there be more constraints on how spa-
tial points are extracted from features? Should there be a
greater number of points, less outliers; should these points
follow more precisely a given random distribution?
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