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Abstract— In this paper, we are interested in studying the impact
of the compression on the performances of some wavelet-based
retrieval systems. Firstly, we show that the quantization operation of
JPEG2000 has a negative effect on the performance of these content-
based image retrieval systems for a given feature extraction method.
Moreover, in this work, we aim at designing a novel retrieval strategy
in order to reduce the performance drop resulting from quantizing
the query and database images at different bitrates. More precisely,
instead of directly comparing these images, we propose to perform
the comparison step at similar qualities by re-compressing the high
quality image at the bitrate of the low quality one. Experimental
results corroborate the gain achieved by the proposed strategy.

Keywords— Content-based image retrieval, image compression,
JPEG2000 standard, retrieval performance.

I. INTRODUCTION

With the improvements of image acquisition systems, there
is a proliferation of large image databases (DB) often browsed
by the public or experts in different applications. For instance,
the volumes of remotely sensed data gathered by the U.S.
agencies NASA, NOAA, and USGS have dramatically grown
resulting in about 18 petabytes by 2010 [1]. Development of
image compression techniques is an active research area which
aims at reducing the memory requirements and/or transmission
delays of the image database. To this end, Wavelet-Transforms
(WT) based image coders have been successfully investigated
since they provide very compact multiscale representations of
the input images that are suitable for progressive decoding (e.g.
telebrowsing applications). These are the reasons why image
compression standard JPEG200 [2] employs lifting schemes
(second generation of WT).
Furthermore, the DB management system should enable an
easy image search from the underlying DB [3]. To this
purpose, Content-Based Image Retrieval (CBIR) approach is
considered as an appropriate solution thanks to an automatic
indexing of the images only based on the visual content [4].
As a consequence, a challenging issue is to combine WT-
based image coding with CBIR within a common framework.
In other words, it is desirable that the DB management system
allows also fast and accurate image retrieval from the stored
wavelet coefficients. In this respect, several wavelet-based
image retrieval methods were already proposed [5], [6], [7].
Most of the reported works have implicitly considered that
the features are extracted from the uncompressed wavelet
coefficients both for the query and the DB images. However, in
practice, the query and the DB images (called hereafter model
images) are quantized with compression ratios not necessarily

the same. Depending on the retained features at the indexing
step, the loss of information due to quantization at different
compression ratios may lead to a decrease of the retrieval
performance as it has been recently observed in the context of
DCT-based CBIR systems [8], [9].
The objective of this paper is twofold. First, we show that
JPEG2000 quantization has also an effect on the performance
of WT-based CBIR systems for some feature extraction meth-
ods. Secondly, we propose a novel retrieval strategy to improve
the robustness w.r.t. compression of such CBIR systems.
The remainder of this paper is organized as follows. Section II
is dedicated to a brief description of the JPEG2000 standard
and the most current feature extraction techniques operating
in the WT domain. In Section III, we present a novel strategy
for improving the retrieval performances of JPEG2000 com-
pressed images. In Section IV, experimental results are given
in order to evaluate the gain achieved by the proposed retrieval
strategy. Finally, some conclusions are drawn in Section V.

II. JPEG2000-BASED CBIR

A. A brief review of JPEG2000

After its adoption as an ISO standard for still image coding,
JPEG has presented the problem of blocking artifacts which is
a prohibitive shortcoming for the development of very low bit
rate applications. To alleviate such drawback, the recent image
compression standard JPEG2000 has been adopted. It has the
advantage of offering a broad range of features for emerging
applications [2]. The JPEG2000 encoder is composed of
several operations: wavelet transform, quantization, entropy
coding and bit-stream organization. More precisely, this new
compression scheme consists firstly in applying a discrete
wavelet decomposition to the original data to be encoded.
To this end, a Lifting Scheme (LS)-based implementation
is employed [10]. More precisely, a prediction and update
steps are performed on the input signal sj(m,n) yielding the
two following sub-signals: the detail one dj+1(m,n) and the
approximation signal sj+1(m,n):

dj+1(m,n) = sj(m, 2n+ 1)− p⊤
j sj(m,n) (1)

sj+1(m,n) = sj(m, 2n) + u⊤
j dj+1(m,n) (2)

where pj (resp. uj) is the prediction (resp. update) vector, and
sj(m,n) (resp. dj+1(m,n)) is a reference vector containing
the even image samples (resp. detail coefficients) used in the
prediction (resp. update) step. Note that this 1D processing



is applied along the lines then the columns (or inversely) to
generate an approximation subband and three detail subbands
oriented horizontally, vertically and diagonally. A multiresolu-
tion representation of the input image over J resolution levels
is obtained by recursively repeating these steps to the resulting
approximation coefficients, yielding (3J+1) subbands. In the
following, xj will denote the jth subband whose height and
width dimensions are designated by Mj and Nj with j ∈
{1, . . . , 3J +1}. Once this multiscale transform is performed,
the coefficients of each subband xj are quantized by using
a uniform quantizer with a central deadzone. Thus, for each
coefficient located at position (m,n), the output x̄j of the
quantizer is given by:

x̄j (m,n) = sign (xj (m,n))

⌊
|xj (m,n)|

qj

⌋
(3)

where qj denotes the quantization step. It is worth noting
that small (resp. high) qj values correspond to high (resp.
low) bitrates rj and, result in a high (resp. low) reconstructed
subband quality.
A bit allocation among the different subbands is carried out
in order to compute the quantization steps q1, q2, . . . , q3J+1

(and, hence the related bitrates r1, . . . , r3J+1) according to a
rate-distortion criterion. Indeed, the average distortion in the
wavelet domain is minimized subject to a constraint on the
total available bitrate R:

R =

∑3J+1
j=1 MjNjrj∑3J+1
j=1 MjNj

. (4)

This constrained minimization problem can be solved using
the Lagrangian optimization approach [11]. An entropy coding
of the quantized coefficients is carried out after the quanti-
zation. It employs a context modeling to cluster the bits of
the quantized wavelet coefficients into groups with similar
statistics to improve the efficiency of the arithmetic coder.
Finally, the output of the arithmetic coder is collected into
packets and a bitstream is generated according to a predefined
syntax. Obviously, once this bitstream is received, it remains
to decode it in order to recover the quantized coefficients and,
then to apply an inverse LS to restitute the lossy version of
the input image.

B. Feature extraction in the WT domain

A wavelet-based CBIR consists of computing relevant fea-
tures directly from the resulting coefficients. The most popular
and fast technique aims at retaining the first moments of the
subband xj as a salient feature [5], especially the energy Ej

of the subband [12], [13]:

Ej =
1

MjNj

Mj∑
m=1

Nj∑
n=1

(xj (m,n))
2
. (5)

The absolute mean Aj of xj has also been considered as a
measure of the coefficient sparsity [13], [14] :

Aj =
1

MjNj

Mj∑
m=1

Nj∑
n=1

|xj (m,n)| . (6)

Several texture features such as inertia, entropy and local
homogeneity can also be employed [15]. These statistical
features are generally computed for all high-pass subbands
to form the co-occurrence signature of an image [13], [14].
Another alternative is to exploit the sparsity of the WT
representation by resorting to a parametric modeling of the
(monomodal) distribution of each wavelet subband xj [5],
[13]. Very often, the texture information is shaped by means
of parametric models of the marginal densities of the wavelet
coefficients in every subband such as the generalized Gaussian
distribution [6], the gamma distribution [16] and the Gaussian
mixture model [17]. The related feature vector of the image
is built by gathering the features of all the subbands. At this
level, it is worth noting that the so far proposed statistical
models concern the uncompressed coefficients xj considered
as realizations of a continuous random variable. These models
are no longer valid for quantized coefficients x̄j which are
samples of a discrete random variable.
Once the features of the model images are extracted, the
retrieval procedure can be applied. The query image is indexed
using the same kind of features that have been considered for
the database images. Then, the objective is to find in the DB
the candidate model images whose feature vectors are closer to
that of the query one, according to a given similarity measure.
The most widely used one is the Normalized Euclidean
Distance (NED) [13].

III. PROPOSED IMAGE RETRIEVAL UNDER COMPRESSION

A. Basic strategy

In this section, we assume that the original versions of
the DB and the query are not available as they have been
replaced by compressed versions according to a JPEG2000
coder presented in the previous section. In other words, the
related feature vectors are computed from these lossy versions
the only ones to be available. A straightforward solution to
design a CBIR consists of directly comparing the query and
model images as it is generally considered in the case of
uncompressed data. However, it is clear that a lossy com-
pressed image differs from its original and therefore their
corresponding features may also be different. This suggests
that the quantization will affect the performance of the retrieval
procedure. To illustrate this point, we propose to perform some
retrieval experiments by considering different compression
qualities. More precisely, we select 40 textures images of
size 512× 512 obtained from the VisTex database [18]. Each
one is then divided into 16 non-overlapping images of size
128 × 128, resulting in a DB of 640 images. The ground
truth is obtained as follows: the 16 sub-images generated



from a single original one are assumed to be similar. At
the retrieval step, all DB images are used as query ones.
The sixteen images belonging to the same family of a query
image are considered as the relevant images for this query.
The DB images are compressed at bitrates RM whose values
are in the set {1.5, 1, 0.8, 0.5, 0.25, 0.1} bpp. The retrieval
performances are evaluated in terms of precision PR = N r

N

and recall RC = N r

Nt , where N r is the number of output
images considered as relevant, N t represents the total number
of relevant images in the database and N is the number of all
returned images. We retain also the whole set of the energy(
Ej

)
j∈{1,...,3J+1}

as a feature vector to compare the different

images.
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Fig. 1. Precision versus recall obtained for a query uncompressed images,
when model images are : (a) uncompressed, compressed at RM = (b) 1.5 bpp,
(c) 1 bpp, (d) 0.8 bpp, (e) 0.5 bpp, (f) 0.25 bpp.

Fig. 1 provides the PR − RC plots for different bitrates
RM. While the blue curve corresponds to the image retrieval
algorithm performed on the uncompressed data (i.e on the
original wavelet coefficients of the query and model images),
the remaining ones are generated after compressing (i.e quan-
tizing) the model images at the different bitrates RM (the
query one is kept as uncompressed). It can be noticed that
a significant drop in the performances of the basic CBIR
system occurs when model images are compressed at very
low bitrates.

B. Image retrieval after recompression

To better understand the quantization effect on the image
retrieval performance, we have considered another context
of experiments in which the query and model images are
both quantized. These results are illustrated in Fig. 2 where
the query image is compressed at RQ = 0.5 bpp and the
model images are all compressed at RM belonging to the set
{1.5, 1, 0.8, 0.5, 0.25, 0.1} bpp.
It can be observed that the best improvements are achieved
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Fig. 2. Precision versus recall obtained under compression for a query
compressed at 0.5 bpp.

when the query and model images are quantized at the same
bitrate (i.e having similar qualities).
Based on this observation, we propose to improve the retrieval
performance of a compressed dataset by forcing the query and
model images to have similar qualities. While the effect of
compression on image retrieval performance has been studied
in the literature by considering JPEG compressed datasets
[19], we present hereafter a more general framework well
adapted to the JPEG2000 standard. In other words, the retrieval
strategy recently proposed by Edmunson and Schaefer for
DCT-based CBIR systems [19] is extended in this work to the
context of JPEG2000-based CBIR ones. This strategy could be
considered as a preprocessing step performed before extracting
features when images with different qualities are involved.
More precisely, when one image has a lowest quality than
the other one, the key idea of our approach is to produce
a higher quality image from the lowest one or inversely.
Since the original wavelet coefficients cannot be recovered
from the quantized ones and, the quantization error (after
the reconstruction procedure) becomes much important at
lower bitrates, we propose to perform the comparison at the
low quality level. In this respect, we will consider the two
following cases:

1) Case A: query image is more compressed than the model
ones (RQ < RM);

2) Case B: model images are more compressed then the
query one (RQ > RM).

Concerning case B, we propose to keep all the model images
at the lower quality and generate a low quality version
from the high quality query image. More precisely, from
the finely quantized coefficients x̄j(m,n), the related recon-
structed wavelet coefficients x̃j(m,n) are firstly computed as



follows:

x̃j (m,n) =


(x̄j (m,n) + γ) qj if x̄j (m,n) > 0

(x̄j (m,n)− γ) qj if x̄j (m,n) < 0

0 otherwise,

where 0 ≤ γ < 1 is a reconstruction parameter chosen by the
decoder. Note that choosing γ = 0.5 corresponds to a mid-
point reconstruction as used in many encoding strategies [20].
Then, the reconstructed wavelet coefficients are re-quantized
(i.e re-compressed) at the same bitrate of the image having
a lower quality. In the case A, a similar procedure is applied
by reversing the quantization of the model images and re-
compressing them at the bitrate of the query image.

IV. EXPERIMENTAL RESULTS

WT-based CBIR are recommended for texture images. This
is the reason why we have employed two different texture
datasets: the first one is the classical selection of 40 textures
from the Vision texture database previously described whereas
the second one is the Outex texture collection [21], in par-
ticular the Outex TR 00000 set. The latter dataset includes
319 different textures with 20 samples for each texture. Both
datasets have been compressed by applying the JPEG2000 at
different bitrates belonging to the set {1, 0.5, 0.25, 0.1} bpp.
Performances of the CBIR were evaluated in terms of precision
PR and recall RC standard criterion. In order to show the
benefits of the proposed compressed image retrieval algorithm,
we will consider both cases A and B.

Concerning the indexing step, we have considered the two
following features

(
Ej

)
j∈{1,...,3J+1}

and
(
Aj

)
j∈{1,...,3J+1}

.

Moreover, the NED is used as a similarity measure. Our
experiments were divided into 2 rounds: in the first one, the
query images belong to the DB whereas in the second round,
the query images are not in the DB. The retrieval results
corresponding to the first round are presented in Figures 3,
4 and 5. We first illustrate the retrieval performance when
the query and the model images are compressed at different
bitrates. In both cases A and B, we can note that recompression
yields a significant improvement in the retrieval performance.
The gain in performance becomes much more important when
the difference of the bitrates |RM −RQ| is large. For example,
for case A, it can be noted from Fig. 5 that recompressing
model images from RM = 1 bpp to RQ = 0.1 bpp results
in higher gain than recompressing model images from RM =
0.25 bpp to RQ = 0.1 bpp. This can be explained by the
quantization error which is more important at low bitrates.
Indeed, since coarse (resp. fine) quantization may yield crucial
(small) information loss, the reconstructed wavelet coefficients
may be very different from (resp. close to) the original ones,
and therefore the quality of the recompressed image will be
much (less) affected and the retrieval gain after recompression
becomes small (high). The second pass of experiments consists
in employing query images not in the DB in order to get more

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

RC

P
R

 

 
UC:R

Q
=0.5bpp  R

M
=1bpp

AR:R
Q

=0.5bpp  R
M

=1bpp

UC:R
Q

=0.25bpp  R
M

=0.5bpp

AR:R
Q

=0.25bpp  R
M

=0.5bpp

UC:R
Q

=0.1bpp  R
M

=0.25bpp

AR:R
Q

=0.1bpp  R
M

=0.25bpp

UC:R
Q

=0.1bpp  R
M

=1bpp

AR:R
Q

=0.1bpp  R
M

=1bpp

Case A

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

RC

P
R

 

 
UC:R

Q
=1bpp  R

M
=0.5bpp

AR:R
Q

=1bpp  R
M

=0.5bpp

UC:R
Q

=0.5bpp  R
M

=0.25bpp

AR:R
Q

=0.5bpp  R
M

=0.25bpp

UC:R
Q

=0.25bpp  R
M

=0.1bpp

AR:R
Q

=0.25bpp  R
M

=0.1bpp

UC:R
Q

=1bpp  R
M

=0.1bpp

AR:R
Q

=1bpp  R
M

=0.1bpp

Case B

Fig. 3. Retrieval performance of JPEG2000 compressed images (taken from
the VisTex database) using the absolute mean feature: under compression (UC)
and after recompression (AR).

reliable performances. To this purpose, one image of each class
has been excluded from the DB to be considered as a query
image. Figures 6 and 7 provide retrieval results for respectively
the absolute mean and energy features. The same conclusions
as in the first part of experiments are still valid.

V. CONCLUSION

In this paper, we have investigated the influence of
JPEG2000 image compression on retrieval performance. Ex-
periments show that JPEG2000 quantization has a negative
impact on retrieval performance especially when either query
or model images are compressed at low bitrates. To improve
the performances, we have proposed an efficient method based
on the comparison of images at similar qualities by re-
compressing images with higher quality at the bitrate of the
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Fig. 4. Retrieval performance of JPEG2000 compressed images (taken from
the VisTex database) using the energy feature: under compression (UC) and
after recompression (AR)

low quality image. Experiments prove the benefits drawn from
our approach when two basic features are employed (energy
and absolute mean of wavelet coefficients). Future work should
aim at extending this approach to more sophisticated salient
features in the WT transform domain.
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