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ABSTRACT

In this paper we propose a denoising technique based on non-
local means using an image similarity measure. The idea is
to use the SVD-based image quality metric as a measure of
neighborhood similarity. This measure is then used in the
computation of the spatial Gaussian weighting kernel. We
also develop an optimization computation scheme using a par-
allel architecture in order to accelerate the filtering process
on different machines or different cores on the same machine.
The obtained results are very promising.

Keywords : image denoising, non local means filtering,
perceptual model, perceptual filtering, objective image simi-
larity.

1. INTRODUCTION

Image denoising is one of the most attractive research fields
in image processing. A number of recent studies have shown
that exploiting the spatial and photometric redundancy of the
image in the design of the filtering process yield interesting
results and overcome the classical approaches. This redun-
dancy appears not only on some textured images but also in
many natural images. The Non Local Mean (NLM) technique
introduced in [1] restores the original image by considering
non local neighborhoods of a given pixel. It has been shown
that the concept of non local neighborhoods is very relevant
for natural as well as textured images. In fact, it exploits the
redundancy and allows a better contribution of different im-
age structures to denoise similar ones. The notion of similar-
ity is very often computed as an MSE-based measure which
is not actually correlated with the human perception. In this
article, we first present an overview of the NLM as introduced
in [1] then we propose a different scheme of similarity calcu-
lation inspired by some characteristics of the on the Human
Visual System (HVS). The basic idea is to use a more consis-
tent measure of similarity between windows in order to select
the most perceptual relevant windows in the weighting pro-
cess. The filtering is then performed based on these selected
windows. However, the improvement, in terms of denoising
quality, is gained at the expense of complexity and time con-

sumption. To this end, we propose an optimized and rapid
implementation of the filtering based on a parallel architec-
ture. The paper is organized as follows. Section 2 introduces
the NLM concept and the a most important steps. The follow-
ing section presents the proposed idea. Section 4 gives some
details on the parallelization scheme implementation. The re-
sults are given in section 5. Finaly the last section is devoted
to conclusion and perspectives.

2. PROBLEM STATEMENT

The Non Local Means denoising technique has been recently
developed to overcome the limitations of classical linear fil-
tering methods [2][1] [3][4][5]. Its principle is quite simple
and it was used in the spatial domain as well as in the trans-
form domain [6]. Using a noisy version g of the original
image f , we restore each pixel using its neighbors in a pre-
specified region of the image. The definition of a neighbor is
no longer a ”spatial” definition but a definition based on sim-
ilarity between pixels. So taht, pixels i and j will be consid-
ered are neighbors if they belong to similar structures of the
image. Let I be the support of original and noisy images (we
suppose that they have the same size). Let (n1, n2) be a pixel
in noisy image g. The estimated value of the pixel (n1, n2)
in the original image is computed as a weighted average of all
the pixels in the image (or in a portion of the image):

f(n1, n2) =
∑

(k1,k2)∈[1,mf ]×[1,nf ]

wn1,n2
(k1, k2)g(k1, k2)

(1)
where wn1,n2(k1, k2) is a weight associated with the similar-
ity between pixels (n1, n2) and (k1, k2).

wn1,n2(k1, k2) =
1

Z(n1, n2)
exp(−

‖gn − gk‖22
γ2

) (2)

where gn and gk denote the neighborhoods of pixels (n1, n2)
and (k1, k2) respectively and γ is a constant that controls the
decay of the exponential function. Z is a normalizing factor
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which is, for each pixel, the sum of all exponential terms.

Z(m,n) =
∑

(n1,n2)

exp(−
‖g(m,n)− g(n1, n2)‖22

r2
)

Note that, the similarity between two neighborhoods or
patches centered on two pixels is estimated in terms of squared
error. This similarity measure does not take into account the
structural information and is not consistent with the human vi-
sual perception. So we propose here to use a similarity mea-
sure that accounts for the perceptual images quality. It has
been shown that SVD-based image quality metric proposed
in [7] correlates well with the subjective evaluation of human.

3. PERCEPTUAL NLM DENOISING ALGORITHM

The use of SVD in the design of NLM is not new [8]. Here,
we use the SVD-based image fidelity metric as a measure of
perceptual similarity of image patches. Indeed, the SVD has
been proven to be an efficient signal decomposition tool in
terms of energy compactness. Furthermore, it is well suited
for local analysis of image.

3.1. Objective image quality measure based on HVS

In [7], a new image quality metric based on SVD has been
proposed. It is based on a local analysis of the image through
overlapping blocks. The SVD of each block is computed in
the original and degraded image. Then, by computing the
difference between the respective singular values a local index
of similarity is extracted. For a block i, the associated index
is given by:

Di =

√√√√ n∑
j=1

(sj − ŝj)2

Where sj are the singular values of the original block, ŝj are
the singular values of the distorted block and n is the block
size assuming a square block of size (n ∗ n). The global dis-
tortion measure is then derived from theDi values as follows:

M =

∑p
i=1 |Di −Dmed|

k2
(3)

Where Dmed is the median value of the Di’s and k is the
number of processed blocks in the image. In order to have
comparable values of M with the other metrics, we propose
to use the following measure :

Msvd = 20 log10 (M) (4)

A large value for Msvd is associated with high level of dis-
tortion. The Msvd metric has the advantage to be simple to
implement. Its complexity is of order O

(
n3
)

, but when ap-
plied to each block it becomes computationally reasonable. It
does not assume any a-priori knowledge about the distortion

neither the original image and it does not require any tuning
of the parameters. For these advantages, the Msvd measure
was studied and chosen to perform the perceptual denoising
of images.

3.2. Perceptual denoising based on MSV D

In the original version of the NLM algorithm, a ’distance’ is
computed between the different neighborhoods in order to de-
termine their similarity and their contribution to the denoising
of the current pixel. In this article, we propose to replace this
distance by an objective similarity measure based on the local
energy of the signal. . Namely, the proposed expression of
the NLM criterion becomes :

fSV D(n1, n2) =
∑

(k1,k2)∈[1,mf ]×[1,nf ]

wSV D
n1,n2

(k1, k2)g(k1, k2)

(5)
wherewSV D

n1,n2
(k1, k2) is a weight associated with the objective

similarity between pixels (n1, n2) and (k1, k2).

wSV D
n1,n2

(k1, k2) =
1

ZSV D(n1, n2)
exp(−

‖Sn − Sk‖22
γ2

) (6)

Sn and Sk are the vectors of singular values of a window of
size (mw, nw) defined around the pixel n and k respectively.
ZSV D is the normalizing factor :

Z(m,n) =
∑

(n1,n2)

exp(−
‖S(m,n)− S(n1, n2)‖22

r2
)

This new expression of the NLM criterion ensures a better
fidelity to the human perception of similarity between two
pixels.

4. PARALLEL IMPLEMENTATION OF P-NLM

Image denoising algorithms in general, and NLM in particu-
lar, are time and computing ressource consuming. Therefore,
during the last decades there has been an increasing interest in
the development and the use of parallel algorithms in image
processing. Parallel processing is implemented using several
methods, some of these are data parallelism and instruction
parallelism. Data parallelism implies the distribution of the
data among the different processors in order for each of these
to perform the same processing task. Instruction parallelism
implies that each processor will perform a different task but
all of them will perform these tasks in parallel. In our case
we use the data parallelism in order, for the inner loops of our
image denoising algorithm, to treat chunks of the image data
in parallel. We have studied the inner loops dependencies and
extracted the ones that does nots present any data dependen-
cies. Those loops were the ones distributed to the different
processors in order the achieve the parallelism. The results
show that the processing time decreases significally without



Algorithm Cameraman Lena Baboon Pirate
Perceptual NLM 0.98 0.99 0.89 0.96
Classical NLM 0.79 0.75 0.58 0.63

Table 1. Objective image quality for denoised images using
perceptual NLM and classical NLM.

Image Lena cameraman baboon pirate
Acceleration rate 4.7 4.4 4.6 4.7

Table 2. CT of parallized perceptual NLM algorithm

affecting neither the quality of the images nor the efficiency
of the algorithm.

5. EXPERIMENTAL RESULTS

To perform image denoising, we use four images of size 512∗
512, namely : lena, baboon, cameraman and pirate. The noisy
images are altered using an additive white gaussian noise of
variance V = 0.8. We use a machine equipped with an
Intel(R) Core(TM) i7 CPU 960 2x@3.20GHz with 12,0 Go
of RAM. We evaluate the denoised image quality using the
IUQM [9]. The denoising was performed, first in a sequential
way, then, exploiting the different processors available in a
parallel implementation.

5.1. Perceptual quality of denoised images

The sets of noisy/denoised images using perceptual NLM al-
gorithm are shown on figures 1, 2, 3 and 4 respectively. We
show in these figures the denoised images using both the se-
quential and the parallel algorithm. Basically, the denoising is
performed the same way and the denoised images are identi-
cal. The gain is obtained on computation time. The objective
quality of the denoised images measured using SSIM metric
is shown on table 1. This table compares the performance
of the perceptual NLM algorithm towards classical NLM. We
can notice that when considering a perceptual method to mea-
sure similarity between two regions of the image, we can im-
prove the denoising performance.

5.2. Algorithm computational rapidity

In order to decrease the computational time (CT) we propose
a parallel implementation of our algorithm. The computa-
tional time results are summarized on table 2.

6. CONCLUSION

In this article, we propose a method to perform image de-
noising using NLM algorithm based on a perceptual image

quality metric. We also propose a fast implementation of our
algorithm using a parallel architecture based on a double Core
PC. The algorithm has been proven to provide good denoising
performance quality and is three times faster than the sequen-
tial one. In a future work, we will develop the parallelism
of our algorithm, we will study the different ways to avoid
boarder effect and we plan to use it for HD images.
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Fig. 1. (a) : 512∗ 512 noisy image (V=0.8) , (b) Denoised using sequential P-NLM

Fig. 2. (a) : 512∗ 512 noisy image (V=0.8) , (b) Denoised using sequential P-NLM

Fig. 3. (a) : 512∗ 512 noisy image (V=0.8) , (b) Denoised using sequential P-NLM

Fig. 4. (a) : 512∗ 512 noisy image (V=0.8) , (b) Denoised using sequential P-NLM


