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Abstract— Recently, digital image inpainting has attracted
strong research interest because of its extensive applications
in real life. The terminology ”inpainting” refers to automatic
restoration of image defects such as scratches or blotches as well
as removal of unwanted objects as, for instance, subtitles, logos,
etc, such that it is undetectable by viewers without the reference
to the original image. Many works on this subject have been pub-
lished in recent years. This paper introduces a novel unsupervised
image completion framework using a modified exemplar-based
method in conjunction with a pyramidal representation of an
image. A top-down iterative completion is performed gradually
with multi-resolution patches and a window-based priority. The
proposed approach is verified on different natural images. Also,
a comparison with some existing methods coming from literature
is carried out and the results show improvement in favor of our
approach.

Keywords— inpainting, image completion, image restoration,
pyramid representation, multi-resolution.

I. INTRODUCTION

Digital image inpainting is a simulation of the activities of
experts and professional artists in the museums in restoring the
damaged paintings. Their objective is to redraw the damaged
regions (such as scratches or blotches) in a visually way based
on only their skills and experiences. Currently, it has been
extended to digital image processing fields in various appli-
cations such as image editing (removing undesired objects,
restoring the scratches), film reproduction (deleting the logos,
subtitles, etc), or even creating artistic effects (reorganizing
objects, smart resizing of images, blending images). The real
inpainting problem is extremely difficult because it has to
preserve the local smoothness as well as the global content,
but without any cue from the original content of the images.

For sake of simplicity, the digital image completion focuses
on modeling mathematically and performing automatically the
restoration under constraint of local smoothness preservation,
but without taking into account the global semantic of image
or artistic expertise. In other words, the damaged images
are restored automatically such that it still looks natural and
undetectable by viewers.

There have been numerous and very different approaches to
tackle the inpainting problem. Most of them can be divided
into two basic classes [1]: geometry oriented methods and
texture oriented methods.

The geometry oriented methods are fundamental. This

approach models the image as a function of smoothness
and the restoration is solved by interpolating the geometric
information within the adjacent regions into the target region.
Several papers have been published in this group such as:
partial differential equation (PDE) based [2], total variation
[3], diffusion convolution [4], etc. The experimental results
indicated that these methods were particularly effective for
the synthesis of long, thin regions.

Another class of inpainting algorithms is texture-oriented
(or exemplar-based). This approach stems from the texture
synthesis techniques where texture is modeled through prob-
ability distribution of the pixel brightness values. In [5],
the restored regions were completed pixel by pixel based
on the matching patch comparison. An extension of this
version was presented in [6] where textures were synthesized
patch by patch. These approaches are too slow or the in-
put image contains only pure textures. Some sophisticated
methods have been introduced such as fragment-based [7],
user guidance based [8], probabilistic graphical model based
[9][10], geometry-texture hybrid [11][12] etc. However, the
computation time of these methods is intolerable and com-
plexity of algorithm is too high. Compared with the first class,
the approaches in the second class achieve impressive results
in recovering the large damaged regions but the output results
may be distorted when the number of patches is insufficient.

Generally, the human visual system is sensitive to high
frequency components, so image quality depends highly on
these salient features. According to this observation, in [13],
authors developed an efficient and simple approach to en-
courage filling-in from the boundary of the missing region
based on the combination of texture synthesis and strength
of isophote instead of decomposing the original image as in
hybrid methods [11][12] or no-priority texture synthesis [5][6].
This algorithm is a greedy strategy, so the computation time
is acceptable but it suffers from the common problems of the
greedy algorithms, being filling order (namely priority) is very
critical. The isophote-driven priority proposed in [13] gener-
ates the pleasant outputs in many cases, but it still has many
drawbacks. Many modified versions have been developed such
as modified priority [14][15][16], non-local mean patch syn-
thesis [17], improvement of patch selection [18], etc. However,
the regions with high isophote strength, which may be certain
high components such as noise and complex textures, are not



equivalent to the structures e.g edges, contours, etc, therefore,
it may lead to undesired results.

In this paper, we propose a novel framework for image
completion based on an exemplar-based approach in conjunc-
tion with pyramidal representation of the image. The top-
down completion is implemented and repeated a fixed number
of times. At each level of the pyramid, we use a mod-
ified exemplar-based method with multi-resolution patches
to restore the candidate regions. Moreover, a novel priority
definition, window-based priority, is determined by the local
change of patch with neighborhood patches. The experimental
results evidence an enhancement in the quality of the output
image.

This article is structured as follows: In section 2, more
details of our framework are presented. Section 3 is dedicated
to the experimental results and comparison with the previously
developed methods. The discussion is enclosed to estimate our
approach on different natural images. Finally, this paper ends
with some conclusions and future works.

II. OUR FRAMEWORK

The exemplar-based methods consist of two main steps: the
determination of filling order and the selection of the best
matching patch. Our framework is designed to overcome the
limitations of the current exemplar-based methods in both two
these steps. The proposals are inspired from an observation
that the human visual system is sensitive to salient structures
which are stable and repetitive at different scales. In other
words, one can still see the main structural features when the
resolution of the image is reduced to a given factor. Thus,
multi-resolution patches are the best way to preserve these
features in restoration process. In addition to, a novel priority
definition, window-based priority, is introduced to classify
more logically image components in multi-scale representa-
tion. By applying window-based priority, the decision could
be more suitable to maintain the high frequency components
in a visually plausible way. By estimating patches at different
scales, the selected patch would be more consistent and
reasonable to the source patch than one in a single resolution.

For details, some notations that are similar to those in paper
[13] are adapted. The whole image domain, I , is composed of
two disjoint regions: the inpainting region (or target region),
Ω, and the known region, Φ (Φ = I − Ω). The basic unit
of synthesis at pixel p is a patch, Ψp, centered at pixel p.
Additionally, δΩ represents the set of pixels on the target
region boundary (see Fig. 1). According to above idea, we
first use a Gaussian pyramid to generate a set of images
G0, G1, ..., GN with various levels of details, using pyramid
operators, i.e., reduce, expand, etc, where G0 = I is the
input or original image [19]. The inpainting regions are also
reduced to the eliminated areas level by level. Then, we apply
an exemplar-based method for image completion with some
modifications at each level. An iterative process is completed
gradually from the lowest resolution, GN , to the highest
resolution, G0. The algorithm is fully described in Table 1.

(a) (b) (c)
Fig. 1. An exemplar-based method. (a) estimate the priority. (b) search the
similar patch and (c) perform inpainting.

Although different criteria for stopping the process can be used
depending on applications, we opted for a fixed number of
iterations. All the results shown in this paper were computed
with only 2 to 3 iterations.

Table 1. Our framework.

Input : I - input image;
N - pyramid height;

Algorithm :
G0 = I;
{G1, G2, ..., GN} = buildPyramid(G0);
Complete GN with the scheme in [13] using window-based priority
in section II-A;
while (stop=false) do

for detail level i = N − 1 downto 0 do
Complete Gi with the scheme in [13] using using multi-resolution patch
in section II-B and the window-based priority in section II-A;

end for
{G1, G2, ..., GN} = buildPyramid(G0);

end while
Output = G0;

A. Window-based priority

Our framework is based a modified version of exemplar-
based method, a greedy strategy, so a good priority definition
is very important. A confirmed decision based on the priority
could not be changed anymore. The error would be accumu-
lated increasingly since there is no opportunity to improve the
previous errors.

Many equations have been built for priority, P (p), the most
common one is the product of two components: confidence
term, C(p), and data term, D(p), as in [13]:

P (p) = C(p)D(p) (1)

In paper [16], the authors discovered that the confidence term
in [13] decreased exponentially and proposed an additive form
of priority which used weights to maintain a balance between
the confidence term and the data term.

RP (p) = α((1− ω)C(p) + ω) + βD(p) (2)

where ω ∈ [0, 1] is the regularizing factor for controlling the
curve smoothness (in experiment, ω is often set to 0.7), the
value range of C(p) is regularized to [ω, 1], and α, β are
positive parameters and α+β= 1.

In these methods, the data term, D(p), depends proportion-
ally on the isophote direction or gradient of the known region.
Thus, if the gradient at pixel p is large, the priority would have
high. In other words, when the gradient values of the texture



components are greater than those of structure components or
the regions are affected by noise components, the isophote-
driven priority method may violate the requirement of a good
priority and distort the results. The data term based on cross-
isophote direction in [14] also suffers the same drawbacks or
other one using color distribution analysis in [15] takes an
expensive calculation.

Reasonably, the data term should be estimated from all
neighborhood pixels in an exemplar centered the current pixel,
because the human vision is good at seeing the group of
adjacent pixels rather than single pixel. Our first improvement
focuses on a better definition of data term based on the local
changes of pixel intensities in each window, Wp, centered at
pixel p with sifted windows in different directions. The local
change of intensity at each pixel p(x, y) is characterized by
the following matrix [20]:

M(p) =
∑
Wp

GWp
(x, y)

(
∂I
∂x

)2 ∂I
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(
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where GWp is a Gaussian window function computing a
weight sum. This is a 2×2 symmetric and semi-positive matrix
which captures the intensity structure of the local neighbor-
hood. There exist two positive eigenvalues, λ1 ≥ λ2 ≥
0. Two corresponding eigenvectors represent two orthogonal
directions directed along the local maximum and minimum
variation of image intensities and the eigenvalues measure the
effective variations (strength of contours) of image intensities
along these vectors. Therefore, our data term is defined as the
follows:

D(p) =
λ1

λ2 + ϵ
(4)

where ϵ is a very small positive value which ensures that the
denominator term always is non-zero (in our experiment, ϵ =
10−10). This data term implies not only the geometry features
such as contours or edges but also the texture features. There
are three cases to be considered for each window:

• If the data term is much greater than one i.e. one
eigenvalue is high (λ1 is high) and the other is low (λ2 is
low), the local shifts in one direction cause little change
and significant change in the orthogonal direction; the
window contains strong edges;

• If the data term is close to one, i.e λ1 is approximate to
λ2, there are two possible cases:

– If both eigenvalues are high, the shift in any direction
will result in a significant change, this indicates a
texture or complex structures.

– If both eigenvalues are small, the shift in any di-
rection will cause a little change, the patch is of
approximately constant intensity (flat region).

Because both confidence and data terms are evaluated by
contribution of all pixels in a window, our priority is called a
window-based priority. With this priority, the patches would
be classified in a more robust way and the computation
time is acceptable. Table 2 illustrates some numerical values

corresponding to subimages in Fig. 2. Obviously, these values
evidence that our priority is more reasonable than one in
[13][14] for image completion.

(a) (b) (c)
Fig. 2. A window-based priority. (a) Flat region. (b) Texture region. (c) Edge
or contour.

Table 2. Priority of the different regions.

Patch Priority in [13] Priority in [14] Proposed Priority
(λ1, λ2)

Flat region 0.001 3.269 0
(Fig. 2a) (0, 0)

Texture region 0.032 3.916 1.374
(Fig. 2b) (0.067, 0.049)

Edge or contour 0.024 3.130 4.059
(Fig. 2c) (0.025, 0.006)

B. Multi-resolution patch

The second advantage of our method is the use of a multi-
resolution patch-based scheme on the image pyramid [19]. A
multi-resolution patch, Ψp, consists of two scales: one at the
current level l, Ψl

p, and one at its parent level, Ψl+1
p . Figure

3 illustrates an example of multi-resolution patch Ψp, that
contains various single resolution patches with different sizes.
The sizes of patches are global parameters and denoted as
{(w1×w1); (w2×w2)}, where the former is for current level
and the later is for the higher level and w1 is often greater than
w2 because of the image resolution. The similarity between
two multi-resolution patches is measured by the sum of the
squared distance of all known pixels:

d(Ψp,Ψq) = d1(Ψ
l
p,Ψ

l
q) + d2(Ψ

l+1
p ,Ψl+1

q ) (5)

where d1, d2 are similarity of the known pixels in the current
and higher levels, respectively.

(a) The current level, Gi (b) The higher level, Gi+1

Fig. 3. A multi-resolution patch

A good similarity measure needs to agree perceptually with
observers. The similarity measurement based on only color
channels is insufficient to propagate accurate linear structures
into the target region and leads to garbage growing. This
comes from the observation that the human eye is sensitive to



not only color intensity but also color intensity variation (color
gradient). To maintain this variation, we add to the similarity
measurement a new term G representing image gradient as an
additional weight. The similarity function now depends on the
difference between the patches according to two criteria, the
difference in color channels and in gradients.

dt(Ψp,Ψq) =
∑
i

((Iip − Iiq)
2 + (Gi

p −Gi
q)

2) (6)

where Ip, Iq are the corresponding RGB vectors in patches Ψp,
Ψq; Gp, Gq represent the image gradient vectors; t ∈ {1, 2}
corresponds to the current and higher levels in the pyramid.
The patch with minimal distance to the source patch, Ψp, is
the chosen patch described as follows:

Ψp̂ = argminΨq∈Φ{d(Ψp,Ψq)} (7)

The missing pixels are copied from the corresponding pixels
in the selected patch. The image is produced by taking into
account the patches structures from the low frequency to the
high frequency.

C. Patch selection

Most of the published methods do not deal with the case
when there are more than two patches with the same degree of
similarity. The obtained results depend highly on the chosen
patch. In [18], the authors proposed an approach based on
comparison between the variance of known pixel values in
the patches. But this approach is inefficient in many cases.
Indeed, the local variance measure is not a very discriminative
measure (Fig. 4). Here, we propose a solution based on the

Fig. 4. Patches with the same similarity may generate undesired results.

standard deviation of variances of neighboring source patches.
For each patch Ψp, it can be formulated as follows:

V (Ψp) =
∑

E∈{R,G,B}

√∑
(E(Ψp)− Ē(ΨN(p)))2

|N(p)|
(8)

where N(p) is a set of neighborhood centered at p, E(Ψp)
is the variance of pixel values at the neighboring patch Ψp

in R, G, B channels and Ē(Ψp) is mean variances of |N(p)|
neighboring patches in R, G, B channels. The size of N(p)
is a global parameter, it should be chosen larger than size of
patch. The chosen patch is satisfied the following equation:

Ψp̂ = argminΨq∈Φ{|V (Ψp)− V (Ψq)|} (9)

III. EXPERIMENTAL RESULTS

In this section, the performance of proposed image comple-
tion framework was evaluated on series of different natural
images. Also, a comparison with some existing exemplar-
based methods is performed. In most experiments, the size
of window priority is set to (5 × 5). The patch sizes are set
to {(9× 9); (5× 5)} for our approach and (9 × 9) for other
exemplar-based methods. The missing regions are filled by
the green color (R=0, G=255, B=0). We selected the methods

Fig. 5. Comparison with existing exmeplar-based methods. The first row
shows the inpainting images. The remaining rows show the results of methods
in [13], [14], [15], [16] and our proposal, respectively.

in [13], [14], [15], [16] for comparison. In the figure 5, the
first row shows the inpainting images where the damaged
areas occupy 10.3% (in the left image), 9.29% (in the center
image) and 14.8% (in the right image) of the total image.



The corresponding results of [13], [14], [15], [16] and our
proposal are listed in the remaining rows, respectively. These
tests are suitable for applications such as removal of large
objects or blotches. As we can observe from these figures,
our method produces a better visual quality than the other
methods. We should mention that for performance evaluation,
we use only subjective criteria, i.e., visual appearance of the
output because there is no efficient numerical estimation for
outputs of inpainting methods. Figure 6 illustrates an example

(a) (b) (c)

(d) (e)
Fig. 6. A restoration of Kanizsa triangle.

for patch selection, a kanizsa triangle. The first row represents
the inpainting image (Fig. 6a) and a selection step in inpainting
process of approach in [18] (Fig. 6b) and our approach
(Fig. 6c), respectively. An unsuitable selection may generate
unexpected results. The corresponding results are shown on
the second row: Fig. 6d for approach in [18] and Fig. 6e for
our approach. By using standard deviations of the neighboring
patches, the selection in Fig. 6c is more consistent than one in
Fig. 6b. In fact, there is no evidence to confirm which result
is more accurate in this case but these images show a clearly
visible effect of our proposal in patch selection.

IV. CONCLUSIONS

In this paper, a novel framework of image completion
is introduced using multi-resolution representation of image.
The multi-resolution patch ensures the texture and geometric
structure with the fixed size patches instead of using different
patches or dynamic size patches. The chosen patches are more
consistent and adaptive since the similarity measurement is
composed from both color channels and gradient components.
A common problem to most exemplar-based methods is the
effect of priority. In currently presented version, a window-
based priority which classifies patches in a more suitable way
and leads to the pleasant results is introduced. Moreover, the
adaptive patch selection in cases where there are more two
patches with the same similarity to source patch is introduced
to limit the undesired results. This improvement can be applied
to most exemplar-based methods. Comparison with some new

and old methods of the second group is carried out and the
results show that our approach produces better quality of
output images. For future works, a perceptual patch similarity
that are more stable and effective and a numerical estimation
for quality of the restored image are being further studied.
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