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ABSTRACT

A novel objective measure for assessing the quality of image in-
painting is proposed. In contrast to standard image quality met-
rics, the proposed one takes into account some constraints and
characteristics related to the specific goals of inpainting tech-
niques. The idea is to combine spatial low-level features and
perceptual criteria in the design of the objective Image Inpaint-
ing Quality Metric (IIQM). The used characteristics are the vi-
sual coherence of the recovered regions and the visual saliency
describing the visual importance of an area. Experimental results
demonstrate the good performance of the proposed IIQM and its
well adaptation to the evaluation of image inpainting results.

Index Terms— Image inpainting, image completion, image
quality assessment, inpainting quality assessment.

1. INTRODUCTION

Image inpainting becomes a very active field of research for
many real world applications such as digital cinema, com-
putational photography, archaeological image restoration and
archival documents restoration [1]. Most inpainting algorithms
could be classified into two broad categories depending upon
their scope and goals. First, geometry-oriented approaches are
mainly designed for filling narrow or small holes because they
are less suitable for synthesizing semantic textures or struc-
tures [2–4]. Second, exemplar-oriented methods could deal
with large holes and they could be further subdivided into two
subgroups: greedy strategy [5–7] and global optimization strat-
egy [8–10]. However, when it comes to the evaluation of in-
painting results, visual inspection is often used because there is
almost no dedicated objective assessment tool.

Image quality assessment (IQA) plays a prominent role for
many applications, including video streaming monitoring, med-
ical imaging and lossy compression control among others. IQA
in its broad sense refers to the problem of evaluating the level
of perceptual quality of an image. Many interesting methods
for predicting image quality have been proposed in the litera-
ture [11–15]. After all, the subjective evaluation is still the most
reliable approach. The latter is not sound for real-time applica-
tions because it is tedious and time consuming. It is worth notic-
ing that the goals of IQA in the case of image inpainting are sub-

stantially different from the classical image quality evaluation.
Indeed, in the case of inpainting, the intent is to evaluate the
quality of the restored image. It is also worth understanding that
inpainting could be considered as a specific image restoration.
In both problems, inpainting and classical image restoration, the
existing IQA metrics could not be directly applied because of
the specificity of the aforementioned applications. For example,
in the case of image inpainting, the recovered region is totally
different from the original one (which is in the major cases un-
known because of degradations or occlusions). This operation
aims at restoring the missing parts or replacing some parts of
the image in a visually plausible way. The intent of Image In-
painting Quality Assessment (IIQA) metric is then to evaluate
the visual quality of the inpainted regions in terms of spatial co-
herence with the existing parts of the image.

Results of image inpainting are very often evaluated subjec-
tively or by using some objective metrics not well adapted to the
specificities of their criteria. However, subjective evaluation ex-
periments are known being time consuming, complex and some-
times unpredictable due to uncontrolled human factors such as
fatigue, visual discomfort, knowledge, etc.

A few interesting works on objective IIQA have been pub-
lished recently where the proposed approaches suffer from some
shortcomings. For instance, an analysis of gaze patterns ob-
tained thanks to eye-tracking experiments has been described
in [16] for predicting inpainted image quality. This method has
the same disadvantages as subjective evaluation. Authors of [17]
proposed a full-reference quality metric for image inpainting
based on a variant of SSIM composed of luminance, definition
and gradient similarity. Actually, image inpainting is known
as a blind image completion where the notion of ”reference”
is nonexistent. Moreover, this index cannot be applied when
inpainted areas are large because original and inpainted images
may highly differ from each other. Two other quality indexes are
introduced in [18] using saliency maps. The key idea is based on
the variation of the saliency map before and after inpainting, ex-
pressed by two metrics: average squared visual salience (ASVS)
and degree of noticeability (DN). However, these indexes do not
take into consideration the global visual appearance of the image
that significantly affects to the restoration quality.

The most contribution of this paper is to propose a global im-
age inpainting quality index. The proposed metric is constructed
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by using a coherence map, which refers to the global visual co-
herence, and a saliency map reflecting the local structure con-
tinuity. The combination of these criteria allows achieving re-
sults outperforming the state-of-the-art. Subjective experiments
have been conducted for the sake of studying the performance
of the metric with regards to human judgment. The proposed
IIQA index can be applied to most of the inpainting image ap-
proaches such as geometry-oriented methods, texture-oriented
methods and hybrid methods.

The remainder of this paper is structured as follows: the pro-
posed IIQA index is described in details in section 2. Section 3
is devoted to experimental results and comparison with existing
approaches. Finally, the paper ends with some conclusions and
gives ideas about future works.

2. INPAINTED IMAGE QUALITY ASSESSMENT

Through the analysis of image inpainting results, we found that
two main aspects need to be considered in image inpainting qual-
ity assessment. First, the completion is blindly performed with-
out any cue from the original content of images, that is, the re-
stored regions depend on only the rest of the image. Therefore,
the new generated pixels should be consistent with the existing
ones. This refers to coherence of inpainted regions that deter-
mines the new undesired visual artifacts. Second, the human
gaze is more attracted by structures or contours than other parts;
hence more importance should be associated to these salient fea-
tures. In our work, a saliency map, representing an approxima-
tion of the human attention, is used as the weighting map for the
evaluation. As a result, an efficient quality index for IIQA taking
into account the mentioned factors is proposed.

In the following, some notations that are similar to those in
[7] are adopted. The whole image domain, I , is composed of
two disjoint regions: the inpainting region, Ω, and the known
region, Φ (Φ = I − Ω). The inpainted image quality index, Q,
is defined as expressed by Eq. 1.

Q =

∑
Ω C(p)αS(p)β

||Ω||
(1)

where C(p) and S(p) are respectively the coherence and
structure terms defined below. Two positive parameters α and
β are associated with the aforementioned terms in order to be
able to adjust their influence on the quality index (in our imple-
mentation, we set α = β = 1).

2.1. Coherence term

On the one hand, an inpainted region Ω has a global visual co-
herence with the rest of the image, Φ, if every new generated
pixel is consistent with existing ones in terms of a structural in-
formation. On the other hand, a local patch Ψp, corresponding
to a window centered on p, should be similar to the one within
Φ. The coherence term for each pixel p(x, y) (p ∈ Ω) is then

defined as follows:

C(p) = max{SIM(Ψp,Ψq),∀Ψq ∈ Φ} (2)

where Ψp and Ψq denote small patches around p and q, respec-
tively. The patch size is a global parameter. SIM is an objective
function to evaluate the similarity between two patches that mea-
sures an appropriateness degree of an inpainted pixel (p) based
on both pixels in Ψq and its neighbors in Ψp. A new similar-
ity function based on the structural information of patches was
proposed in [11] but it works with luminance only. To com-
pute the coherence between patches, we exploit the idea devel-
oped in [12] where a similarity measure combining structure and
color information is introduced. The similarity function is then
defined as follows:

SIM(Ψp,Ψq) = (1− θ)SS(Ψp,Ψq) + θHS(Ψp,Ψq) (3)

where, θ is a positive constant within the range [0, 1] defining
the relative importance between structure similarity (SS) and
hue similarity (HS), corresponding to color information. The
structure and hue similarity indexes are defined by Eqs. 4 and 5,
respectively:

SS(Ψp,Ψq) =
(σpq + C1)

(σp + σq + C1)
(4)

HS(Ψp,Ψq) =
(2λpλq + C2)

(λ2
p + λ2

q + C2)
(5)

where (λp, σp) and (λq, σq) denote the mean hue and stan-
dard deviation set of patches Ψp and Ψq , respectively, while σpq
denotes their cross correlation. C1 and C2 are small positive
constant values to avoid computational instability in very dark
or homogeneous regions. In our experiment, constants are set as
in [11, 12], i.e, θ = 0.1667;C1 = C2 = 6.5025.

2.2. Structure term

The second term affecting image inpainting quality is the struc-
ture factor. Given an image, human observer would pay more
attention to perceptually relevant regions, which usually corre-
spond to contours and details, but less attention to the rest of the
image. Thus, the contours and other relevant structures in the
inpainted regions attract more human gaze than the other com-
ponents. For that reason, we may identify the structure term
using the information provided by a saliency map as follows:

S(p) =
SM(p)

maxI{SM}
∀p ∈ Φ (6)

where SM is the saliency map of the inpainted image. Sev-
eral computational models have been proposed to simulate hu-
man’s visual attention [19–21]. However, the high computa-
tional cost and variable parameters are still the weaknesses of
these models. Authors of [22] proposed a simple and efficient
method based on the idea that objects attracting the gaze of an
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observer should have characteristics that go beyond the average
behavior of the image. A simple formulation of the aforemen-
tioned saliency map, SM , can be expressed by Eq. 7:

SM = ||Iµ − IG|| (7)

where Iµ and IG are the arithmetic mean pixel value and the
Gaussian blurred version of the inpainted image, respectively.
The operation is performed in the CIEL∗a∗b∗ color space. Fig.
1 illustrates an example of coherence map and structure map by
pseudo-colored mask images where red refers to higher value
and blue to lower value.

a. The original image b. The inpainted image in [9]

c. Coherence map d. Structure map

Fig. 1. Illustration of the structure and coherence terms.

3. EXPERIMENTAL RESULTS

In order to evaluate the consistency/performance of the proposed
metric, a subjective experiment has been conducted. This ex-
perimental study is mandatory for constructing a ground truth
for inpainted images for which the literature is almost nonex-
istent. Therefore, a panel of observers has been invited to as-
sess the quality of several inpainted images. The used test-set
of images has been divided into two subsets: images contain-
ing small and large inpainted regions. Since the restoration for
small areas aims to make it appear as close to the original image
as possible, one full-reference quality metric is used for com-
parison with our index. However, this is not suitable to the case
of large holes. In this situation, collected subjective scores from
human observers MOS (Mean Opinion Score) are considered as
the reference index. Furthermore, the prediction accuracy of all
metrics was evaluated using Spearman rank order correlation co-
efficient (SRCC), rS , in comparison with the reference indexes
(MSSIM and MOS).

3.1. Qualitative scoring of inpainted images

In this section, we describe the experimental setup for the sub-
jective evaluation conducted with the aim of validating the devel-
oped metric for inpainting techniques. A set of six input images,
commonly used in the inpainting community (typically 300 ×
200 or similar size), was used as input of for two subgroups of

inpainting methods: greedy and global optimization strategies.
Each image from the set is restored by at least three different
inpainting methods producing thus eighteen output results. The
subjective test consists in scoring the inpainted images in com-
parison to the original one (input image). The inpainted images
were randomly presented and shown without including the name
of inpainting methods to avoid any bias or influence.

Observers participating to the test have a normal vision
(good acuity and no color blindness). They were asked to pro-
vide their judgment of inpainting quality on a discrete scoring
scale of adjectives: Unacceptable, Poor, Acceptable, Good and
Perfect. Each test was viewed by 15 ∼ 20 subjects and took
around ten seconds per image. Fig. 2 illustrates the opinion
of the fifteen observers about resulting images shown in Fig.
5. For the following steps, the mean opinion score (MOS) is
computed and normalized in range [0, 1] for each image/method
in order to be used in the performance evaluation step.

Fig. 2. Subjective scores for resulting images given on Fig. 5.

3.2. Case 1: Small inpainted regions

In order to restore small or thin defects as those shown on Fig.
3b, we selected three approaches described in [3], [4] and [7].
The results of these approaches are shown in Fig. 3. The pseudo-
inpainted regions occupy 3.72% of the total image. As men-
tioned above, since the missing area is relatively small, a well-
known full-reference quality measure, MSSIM , is used as the
reference to evaluate the performance of the proposed index in
comparison with the others. Fig. 4 shows MSSIM scores versus
inpaited imge quality indexes such as PWIIQ [17], ASVS and
DN [18] and gives the resulting the Spearman’s rho, rS . As it
can be noticed, our index is the most consistent with MSSIM
values and produces the highest value for SRCC (rS = 1).

3.3. Case 2: Large inpainted regions

The exemplar-based methods achieve impressive results in re-
covering large damaged regions and are the most commonly
used. In our experiments, we selected methods described in [5],
[6] and [7] for greedy strategies and [8], [9] and [10] for global
optimization strategies. Fig. 5 shows some results of these meth-
ods where the masked image is displayed in Fig. 5a. The remain-
ing images are the outputs of [5], [6] and [7], respectively. Fig. 6
illustrates the results obtained with methods described in [8], [9]
and [10]. The inpainted regions occupy 14.87% (Fig. 5) and
21.60% (Fig. 6) of the total image. Since the inpainting regions
are large and the main objective of these methods is to restore the
damaged images in a visually plausible way without referring to
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(a) (b)

(c) (d) (e)

Fig. 3. The inpainting results in case of small inpainted regions.
(a) The original image; (b) The image to be inpainted; Outputs
when using the methods in (c) [3]; (d) [4]; and (e) [7].

Fig. 4. MSSIM ranking versus quality indexes scores.

(a) (b)

(c) (d)

Fig. 5. The inpainting results for greedy strategies. (a) The
image to be inpainted; The outputs when using the methods in
(b) [5]; (c) [6]; and (d) [7].

the original image, the outputs are subjectively evaluated pro-
ducing the MOS instead of MSSIM . From Table 1 and Fig.
7, it is obvious to notice that our index perfectly matches the
subjective score (MOS) in ranking the quality of output. The
SRCC for our index obtains the highest value.

(a) (b)

(c) (d)

Fig. 6. The inpainting results for global optimization strategies.
(a) The image to be inpainted; The outputs when using the meth-
ods in (b) [8]; (c) [9]; and (d) [10].

Table 1. The indexes of IIQA.
Strategy Greedy Global optimization

Results in [5] [6] [7] [8] [9] [10]
MOS 0.40 0.34 0.68 0.84 0.56 0.36
ASV S 0.093 0.161 0.114 0.180 0.126 0.101
DN 0.027 0.043 0.034 0.022 0.015 0.012

Ourindex 0.061 0.058 0.063 0.081 0.077 0.056

Fig. 7. MOS ranking versus quality indexes scores.

4. CONCLUSION

In this paper, a novel approach for inpainted image quality eval-
uation has been proposed. It is shown that the traditional image
quality index could not be used for evaluating the inpainting re-
sults. By taking into account the specificities and goals of image
completion problem and some characteristics of the humane vi-
sual system, such as visual saliency, an efficient measure has
been derived. The proposed image inpainting quality index not
only correlates with subjective evaluation but also could be ap-
plied to most of image inpainting approaches. The experimental
results and comparison with all three approaches for image in-
painting methods confirm the efficiency of the proposed index.

For future works, a perceptual patch similarity that is more
robust and efficient for color images are being further studied
and the objective evaluations metrics of video or context-based
images will be developed.
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